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a b s t r a c t

We envision that the next generation of knowledge-based CAD systems will be characterized by four
features: they will be based on cognitive accounts of design, and they will support collaborative design,
conceptual design, and creative design. In this paper, we first analyze these four dimensions of CAD. We
then report on a study in the design, development and deployment of a knowledge-based CAD system
for supporting biologically inspired design that illustrates these four characteristics. This system, called
DANE for Design by Analogy to Nature Engine, provides access to functional models of biological systems.
Initial results from in situ deployment of DANE in a senior-level interdisciplinary class on biologically
inspired design indicates its usefulness in helping designers conceptualize design of complex systems,
thus promising enough to motivate continued work on knowledge-based CAD for biologically inspired
design. More importantly from our perspective, DANE illustrates how cognitive studies of design can
inform the development of CAD systems for collaborative, conceptual, and creative design, help assess
their use in practice, and provide new insights into human interaction with knowledge-based CAD
systems.

Published by Elsevier Ltd

1. Next generation CAD systems

Computer-aided design (CAD) encompasses a broad area of
scholarship focused on supporting design processes that shift
and adapt even as the underlying computational technology is
evolving. Given the challenge of defining the next generation
of CAD, we prefer to focus on intelligent CAD, i.e., CAD that
develops and deploys artificial intelligence (AI) techniques. In
particular, we want to focus on knowledge-based CAD that inves-
tigates the content, representation, organization, access, use, ac-
quisition, communication, and sharing of knowledge in CAD. We
use the term ‘‘knowledge-based CAD systems’’ to contrast and sep-
arate it from other CAD paradigms based, for example, on com-
putational geometry, computer graphics, connectionist networks,
evolutionary computing, numerical analysis, optimization, simula-
tion, etc. We propose that the next generation of CAD in general,
and knowledge-based CAD in particular, will be defined by four
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characteristics: they will be based on cognitive accounts of design,
and they will support collaborative design, conceptual design, and
creative design. Thus, we will call the next generation the 4C gen-
eration, where the four C’s in 4C stand for Cognition, Collaboration,
Concepts, and Creativity.

1.1. Three generations of knowledge-based CAD systems

Before we describe the four C’s of the next generation of
knowledge-based CAD systems, let us briefly review the previous
generations. From the perspective of AI in Design, the first
generation of knowledge-based CAD systems, developed between
the late 1970s and the early 1990s, typically focused on the task
of configuration design [1] in engineering domains, e.g., [2–4].
Some first generation knowledge-based CAD systems became
quite influential, e.g., R1 [5], AIR_CYL [6], PRIDE [7], VEXED [8],
VT [9], and XCON [10]. The rule-based R1 that configured computer
systems, and the industrial version of R1 called XCON, are
especially noteworthy for their impact. Finger and Dixon [11,12]
provide useful summaries of early work on knowledge-based
design. Tong and Sriram’s [13] three-volume anthology describes
many early knowledge-based systems in detail. Dym [14] provides
a new synthesis of engineering design from the perspective of this
generation of knowledge-based CAD systems.
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The second generation of knowledge-based CAD systems, de-
veloped between the late 1980s and the early 2000s, advanced
four major research themes: design databases, case-based rea-
soning, model-based reasoning, and visual reasoning in design.
Research on CAD databases led to the development of tech-
niques for constructing and maintaining digital design libraries
(e.g., [15–17]). Research on development of case-based rea-
soning in design led to many case-based design systems in-
cluding (alphabetically) Archie [18,19], ARGO [20], AskJef [21],
BOGART [22], CAB-Assembly [23], CADET [24]; CADRE [25]; CAS-
CAD and CADSYN [26]; CYCLOPS [27]; Déjá vu [28]; FABEL [29];
IDIOM [30], KRITIK [31,32], and STRUPLES [33]. These case-based
systems addressed a variety of design tasks in domains ranging
from engineering to architecture to software design. Maher and
Pu’s [34] anthology of case-based systems contains descriptions
of many case-based design systems. Goel and Craw [35] review
early case-based design systems. Note that this research theme
also included analogical design systems such as IDeAL [36,37]. In
case-based design, the target design problem and the source de-
sign case are so similar that the design case can be adapted tomeet
the requirements of the target problem; in analogical design in
general, the target design problem and the source design case are
different enough that addressing the target problem requires ab-
straction of design principles and patterns from the source case for
transfer to the target problem. Research on development ofmodel-
based reasoning in design led to several schemes for functional
modeling of engineering systems including Functional Repre-
sentation [38,39], Function-Behavior-Structure [40,41], Function-
Behavior-State [42–44], and Structure-Behavior-Function [45–47].
Some systems, such as CADET [24], KRITIK [31,32], and IDeAL
[36,37] even combined case/analogy-based and model-based rea-
soning. Finally, research on visual reasoning in design developed
techniques for analysis of shapes and motion of kinematic mech-
anisms on a plane [48–50] as well as methods for accessing de-
sign drawings similar to an input drawing [51,52]. Stahovich [53]
and Tomiyama [54] provide reviews of the second generation of
knowledge-based CAD systems.

It is a little harder to identify similar research themes in
the third generation of knowledge-based CAD systems developed
between the late 1990s and the present (2011) in part because we
are still in the middle of it and partly because there are apparently
several such themes. One theme clearly is the development
of sharable design repositories [55,56] as well as ontologies
for building such repositories (e.g., [57–61]). Another research
theme is the development of multimodal reasoning, entailing both
visual/analogical and symbolic/propositional representations, for
example, for deriving behavioral models from design sketches [62]
or design drawings [63], and for analogical transfer of design
plans [64]. Yet another research theme is the use of machine
learning techniques for a wide variety of design tasks and
subtasks [37,65–69]. Looking at the landscape of third-generation
knowledge-based CAD systems, two important patterns stand
out. First, the techniques used in these systems have so deeply
permeated into the design disciplines that often we do not
even recall that many of these ideas, theories and methods
originated in AI. Second, important contributions are coming from
many disciplines, such as architecture and engineering, not just
from computer science or cognitive science. These two patterns
highlight how the development of knowledge-based CAD systems
is increasingly becoming a multi-disciplinary activity.

1.2. Four characteristics of next generation knowledge-based CAD

systems

We now examine each of the four C’s that we believe
will characterize the next generation of knowledge-based CAD

systems. It is important to note that while the first C refers to
a methodology for developing CAD systems, namely, grounding
the design, development and deployment of CAD systems in
cognitive studies, the other three C’s more properly refer to
characteristics of design that CAD systems may support. The first
C, then, deals with cognitive studies of design. Since design is
a wide-ranging and open-ended cognitive activity, the design
literature contains a large number of cognitive studies of design,
for example [70–90], to mention just a few. These cognitive
studies use a variety of methods ranging from protocol analysis
to neuroimaging, from controlled experiments to ethnographic
studies. The goals of these studies also vary from studying brain
activations to memory processes and knowledge structures to
design behaviors of individual designers and design teams. All
these different paradigms addmuch value to our understanding of
design cognition. In our own lab, we are specifically interested in
observational and behavioral studies of designers and designing.
We use in situ studies to provide insights into situated and
distributed design behaviors in naturalistic settings.

It is unclear if any of the previous three generations of
knowledge-based CAD systems were informed by any cognitive
study of design or evaluated through a systematic study of their
use, let alone validated through cognitive models that explain be-
havioral data—we expect the proportion to be quite small.We con-
jecture that in general the first generation of knowledge-based
CAD systems were almost completely unrelated to cognitive stud-
ies of design; that some second generation projects at least par-
tially and informally evaluated the knowledge-based CAD systems
through studies of their use; and that even third generation sys-
tems were not typically informed directly by cognitive studies of
design.

We certainly do not mean to be overly critical of previous
generations of knowledge-based CAD systems (which include our
own work). The goal of the pioneering systems of the first-,
second-, and third-generation knowledge-based CAD systems was
to explore the development of knowledge-based CAD technology.
Few of these knowledge-based CAD systems were actually
deployed in practice. While the next generation of knowledge-
based CAD systems surely will continue to explore new methods
and technologies, we believe that it will also exploit what we
already know and will learn to deploy CAD tools in communities
of design practice. For these tools to succeed in practice, they will
need to blend into the natural flow of designing and designers.
It follows that cognitive studies of design practice, conducted
before, during, and after the development and deployment of
CAD systems, are powerful techniques to improve the success of
knowledge-based CAD systems in this regard.

The second C is about collaboration. Design in general is col-
laborative (e.g., [91,92]). In fact, design is collaborative in at least
four dimensions: (1) design is collaborative by time: new design
knowledge builds on inherited knowledge, and new designs typ-
ically are generated by adapting, transferring and composing old
designs, (2) design is collaborative by space: design teams often
are geographically distributed, (3) design is collaborative by disci-
pline: design of complex engineering systems, such as deep sea oil
drilling, is fundamentally multidisciplinary, and (4) increasingly,
design is also collaborative by culture: members of a multidisci-
plinary, geographically-distributed design team may come from
many societies and cultures. Not surprisingly, collaborative design
has received significant attention in CAD (e.g., [93–99]).We believe
that collaborative design will continue to be a key characteristic
of the next generation of knowledge-based CAD systems both be-
cause of the fundamentally collaborative nature of design and be-
cause of the advent of the Internet and the World Wide Web. We
have already noted the development of web-based design repos-
itories and ontologies as part of the third generation knowledge-
based systems. While CAD support for design collaboration is
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alreadywell underway, design is becoming increasingly virtual and
global [100]. The next generation of CAD systemsmust support not
only collaboration across space, time, different disciplines, meth-
ods, and vocabularies, but also collaboration across different cul-
tures characterized by different perspectives, values, and norms.

The third C is conceptual design. Although there is little
agreement in the design literature on the number of design phases
in the design process, let alone the precise specification of the
design phases, there is a broad consensus (e.g., [9,101,102]) that (1)
there in fact are distinct design phases such as preliminary design,
conceptual design, geometric modeling, simulation, optimization,
prototyping, and so on [103], (2) design is iterative and situated,
and thus there is no linear, or even fixed, ordering among the
design phases, and (3) design ideation and conceptual design occur
early in the design process and thus are especially important.

Since the design literature contains many different character-
izations of design ideation and conceptual design, few of which
are very precise, it may be useful to note that our characteriza-
tions generally are based on [9,102]. For the purposes of the present
discussion, it is sufficient to note that the task of design ideation
has been described as taking as input the specification of a desired
function and giving as output a design concept that specifies the
causal mechanisms for achieving the function. Similarly, for the
present discussion, it is sufficient to describe the task of conceptual
design as taking as input a specification of functional requirements
(and possibly other constraints), and giving as output a specifica-
tion of the structure of one ormore designs that purportedlymeets
some set of functional requirements and constraints. Note that de-
sign ideationmay either precede or overlap conceptual design. The
main point here again is that these tasks typically occur early in the
design process.

Although there has been a significant amount of research on
CAD for design ideation (e.g., [86,104]) and conceptual design
(e.g., [105–107]), we believe that they have not yet received the
sustained and focused attention they deserve. This probably is
in part because of rapid advances in technologies well-suited for
other design phases such as geometric and solid modeling, and
numerical analysis simulation, and optimization. However, the
tasks of design ideation and conceptual design are critical to the
design process: in general, a small change in an upstream task
such as conceptual design may have a much larger economic and
ecological impact than a small change in a downstream task such
as, say, assembly. Thus, as economic and environmental pressures
on design continue to mount, we expect that conceptual design
will become a primary focus of the next generation of knowledge-
based CAD systems.

Finally, the fourth C is creativity. It has been said many times
in the design literature that design can be routine, innovative, or
creative [108], even though these categories often are imprecise.
Brown and Chandrasekaran [6], for example, suggested that (1) in
routine design, both the basic structure of the desired system and
the plans for selecting the parametric values of each component
were known, (2) in innovative design, only the structure of
the system was known and the plans for selecting component
parameter values were unknown, and (3) in creative design, the
structure of the design itself was unknown. In our own earlierwork
on case-based design [31,32], we have proposed that (1) in routine
design, the modifications needed to adapt a known design into the
desired design are limited to values of parameters of components
in the design, (2) in innovative design, the needed modifications
pertain to the components of the design, and (3) in creative design,
the modifications entail changes to the topology of the design
itself. Accordingly, it seems fair to say that the first generation
of knowledge-based CAD exemplified by, say, AIR_CYL [6] in
general addressed routine design problems; the second generation
exemplified by, say, KRITIK [31,32] started addressing innovative

design problems; and IDeAL [36] at the intersection of the second
and third generations started addressing creative design problems.
Creativity, including design creativity, is a precious intellectual
resource of all countries and cultures. Thus, building on the past
trend, we believe that although the next generation of knowledge-
based CAD systemswill support all kinds of routine, innovative and
creative design problems, it will increasingly emphasize creative
design.

1.3. Operationalizing the Four C’s

Thus far we have talked about some characteristics of the
next generation of knowledge-based CAD systems: collaborative,
conceptual, and creative design tools based on cognitive accounts
of design. While this discussion provided some guidance on the
required methodology and functionality of a next generation CAD
system, operationalizing these requirements is a different matter
altogether. Putting these requirements into practice depends on
several things, such as a design context that allows for cognitive
studies to be conducted.

We acknowledge that CAD will surely explore many more
topics and themes (as some reviewers of this paper pointed out).
For example, CAD paradigms other than knowledge-based AI will
continue to play a major role. This includes not only existing
CAD paradigms such as computational geometry and computer
graphics, but also new paradigms of computing such as tangible
computing, smart matter, and cyber-physical systems. Further,
even in the knowledge-based AI paradigm, research on CAD surely
will investigate other issues such as inception, intuition, and
invention. We focus on the four C’s of cognition, collaboration,
conception, and creativity, not only because these are the themes
we have been studying, but also because they appear to us to be
the most natural and logical extensions of the current state in
knowledge-based CAD in the near future.

Our goal here is to show how the 4Cs can be implemented
in a pilot system for which biologically inspired design, a de-
sign paradigm we describe in the following section, presents an
excellent context. Biologically inspired design, by definition, is
collaborative: it entails collaboration between biology and a de-
sign discipline such as engineering. Biologically inspired design is
conceptual: biological analogies typically are most useful in the
design ideation phase of design. Biologically inspired design is usu-
ally characterized as creative: it engages cross-domain analogies
from biology to a design domain such as engineering. And with
many years of in situ observations and design cases from courses
taught by Georgia Tech’s Center for Biologically Inspired Design
(www.cbid.gatech.edu), we have a strong cognitive foundation for
biologically inspired design. In the remainder of this paper, then,
we describe a case study in the design, development, and deploy-
ment of a knowledge-based CAD system for supporting biologi-
cally inspired design. This case study represents both a prototype
CAD system and a problem domain that we feel embody our vision
of next generation design. As we will see below, the deployment
of the prototype interactive CAD tool called DANE (for Design by
Analogy to Nature Engine) yielded new insights into the problems
of supporting the four C’s.

2. Cognitive studies of biologically inspired design

Biologically inspired design, also sometimes referred to as
biomimicry or bionics, is a design paradigm that uses analogies
to biological systems to suggest creative design ideas for difficult
engineering problems [109,110]. The paradigm attempts to
leverage the billions of design solutions already existing in nature
by exposing engineers to the biological world. Examples of
biologically inspired designs range from bio-inspired clothing to

http://www.cbid.gatech.edu
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biomimetic robots [111,112]. One specific example developed by
scientists affiliated with Georgia Institute of Technology’s Center
for Biologically Inspired Design is a new material for iridescent
computer screen surfaces based on the optical properties of nano-
scale structures of morpho butterfly wings [113]. Another similar
example (though in the domain of computing, not engineering) is
a scheme for dynamic server allocation for the Internet by analogy
to the foraging behavior of honeybees [114]. Since biological
organisms often are robust, efficient, and multifunctional, the
paradigm is rapidly gaining popularity with designers who need
to produce innovative, environmentally conscious, and sustainable
designs. From our perspective, this makes biologically inspired
design a design paradigm of significant technological, economic
and societal value.

Despite its many successes (e.g., [115]), the practice of
biologically inspired design remains largely ad hoc, with little
systematization of either the biological knowledge or the design
process. Thus, a major challenge in research on biologically
inspired design is how to transform a promising paradigm into a
principled methodology.

Note that the examples of biologically inspired design pre-
sented here provide strong evidence that biologically inspired de-
sign is an instance of the 4C generation of design. Practitioners
clearly are collaborating across the disciplines of biology and engi-
neering; they are performing conceptual design; and they are gen-
erating creative design ideas.

As mentioned above, in order to develop CAD systems that
blend into theworkflow of designers, the tools should be grounded
in cognitive studies of their design practices. In particular,
development of a biologically inspired design as a design
methodology requires understanding and organizing biologi-
cal knowledge from an engineering perspective as well as
understanding the content and processes of analogical retrieval
and transfer of biological knowledge to address design problems
in engineering. To these ends, we have conducted in situ studies of
biologically inspired design in practice [116]. We have also par-
ticipated in extended biologically inspired design projects [117].
Our studies add to the small but growing body of literature on cog-
nitive studies of biologically inspired design. Mak and Shu [118],
for example, report that designers engaged in biologically inspired
design have design fixation problems as well as difficulties with
analogical mapping during idea generation from biological phe-
nomena. Both of these findings are similar to our own find-
ings [116]. Mak and Shu also found that functional descriptions of
biological systems in the form of flow of substances among com-
ponents improve the quantity and quality of the generated de-
sign ideas. Similarly, Linsey et al. [119] found that learning about
analogous products with general linguistic terms that apply across
the problem and target domains improves an engineer’s ability to
use the analogous product. They also found that functional anno-
tations on diagrams increase the chances of successful biological
analogies.

While earlier cognitive studies of biologically inspired design
typically have been done in controlled experiments in laboratory
settings with small numbers of design students as human
subjects, we have conducted our cognitive studies in situ through
observation of an undergraduate, senior-level interdisciplinary
class on biologically inspired design as well as design teams
working on extended projects as part of the class. This course,
ME/ISyE/MSE/PTFe/BIOL 4740, is taught by Georgia Institute of
Technology’s Center for Biology Inspired Design. We conducted
the in situ studies during Fall 2006, Fall 2007, and Fall 2008. We
know from Dunbar [120,121] that in general the analogy making
behavior of humans in naturalistic and laboratory settings is quite
different: people make more, and more interesting, analogies in
their natural environments.

We have observed and documented three frequently occurring
problem solving and representational activities of designers that
served to inform construction of our CAD technology, DANE.
These are: problem-driven and solution-driven design, compound
analogical reasoning, and multi-modal analogical reasoning. A
brief summary of the main findings is given below.

First, we identified the existence of two high-level processes
for biologically inspired design based on two different starting
points—problem-driven and solution-driven process [116]. Kruger
and Cross [122] similarly have observed problem-driven and
solution-driven strategies in industrial design, though, the simi-
larity in labels notwithstanding, our characterization of the two
strategies is quite different from theirs. In the problem-driven ap-
proachwe observed, designers identified a problem,which formed
the starting point for subsequent problem solving. They usually
formulated their problem in functional terms (e.g., stopping a bul-
let). In order to find biological sources for inspiration, designers
‘‘biologized’’ the given problem, i.e., they abstracted and reframed
the function inmore broadly applicable biological terms (e.g., what
characteristics do organisms have that enable them to prevent,
withstand and heal damage due to impact?). They used a number
of strategies for finding biological sources relevant to the design
problem at hand, ranging from searching on functions to searching
on champion adapters (see [116]). They then researched the bio-
logical sources in greater detail. Important principles and mecha-
nisms that are applicable to the target problem were extracted to
a solution-neutral abstraction, and then applied to arrive at a trial
design solution.

In the solution-driven approach, on the other hand, designers
began with a biological source of interest. They understood (or
researched) this source to a sufficient depth to support extraction
of deep principles from the source. The next step was to find
human problems to which the principle could be applied. Finally
the designers applied the source principle to generate a design
solution to the identified problem.

Second, we found that biologically inspired design often
involved compound analogies in which a new design concept
was generated by composing the results of multiple cross-domain
analogies [117]. This process of compound analogical design relies
on an opportunistic interaction between two processes: problem
decomposition and analogy. Nersessian [123,124] has described
similar processes of compound analogies in her study of scientific
discoveries. In case-based design, case composition is a basic
process of creative case-based design (e.g., [26,28,30,125,126]).
In engineering design, problem decomposition and solution
composition are fundamental design processes (e.g., [101]).

Third, we observed that designers consistently used a com-
bination of textual descriptions, pictures, graphs, and mathe-
matical representations throughout the design process. These
representations span not only multiple modalities (textual, dia-
grammatic, and pictorial) but also multiple levels of abstraction
(pictures and diagrams of specific structures or parts of a biolog-
ical system, to graphs and mathematical equations representing
more abstract processes). Further, the use of multi-modal repre-
sentations extended across disciplinary and level-of-experience
boundaries.

Our observations suggest that the mental representations that
designers use are rich and multimodal in nature, and are orga-
nized at different levels of abstraction. The use of multimodal
knowledge representations is commonpractice in interactive case-
based design aids such as ARCHIE [18], AskJef [21], CADET [24],
CADRE [25], CASCAD and CADSYN [26], IDIOM [30], InteractiveKri-
tik [127], and FABEL [29].

In addition to the published findings listed above, our cognitive
studies identified five issues in biologically inspired design for
which it may be productive to explore applications of CAD:
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(1) The notion of functions of a system plays a central role in en-
gineering design. However, biologists typically interpret func-
tion in terms of evolutionary benefits. The issue of functional
representation is central to both organization of biological
knowledge aswell as collaboration and communication among
biologists and engineers.

(2) The number of known biological systems is very large (in
the billions). The issues of scale, complexity, generality and
knowledge engineering need to be addressed to provide
versatile, real-world application support.

(3) Biologically inspired design is fundamentally analogical. Cur-
rent theories for accessing, mapping, abstracting and transfer-
ring information from biological source cases to engineering
target problemmay provide a starting point for aiding design-
ers. However, it is not clear if the existing theories are sufficient
for what is a fundamentally very challenging cognitive task.

(4) The generation of a solution in biologically inspired design
often requires finding and understanding relevant biological
information available in an ever-growing corpus of biological
research. Designers often are faced with either too much or
too little information relevant to the problem they are facing.
Again current theories of human-information interaction may
provide a starting point for aiding designers, but it is not clear
that they are sufficient.

(5) Problem definition in biologically inspired design can be both
ill structured and ill understood. Experts in one field (e.g.,
engineering) are confronted with large knowledge gaps in dis-
ciplines outside their own (e.g., biology). Furthermore, con-
ceptual changes evoked from such diverse domains often
require restructuring of large portions of problemdescriptions.
Frameworks for coping with dramatic shifts in problem struc-
turemust be developed to address the cognitive dissonance de-
signers face when shifting between such diverse domains and
across such gaps in knowledge.

3. From cognitive studies to design of CAD tools

From the observations made in our in situ cognitive studies,
we abstracted functional requirements for a knowledge-based
CAD tool called DANE for supporting the process of biologically
inspired design. We then designed features for the software tool
iteratively tomeet these functional requirements. For example, we
used variations of Structure-Behavior-Function models [45–47] to
represent knowledge of biological systems. As is always the case,
there are many more functional requirements that we wish we
could have supported; some being limited by available technology,
others simply victims of prioritization and resource constraints. A
list of all functional requirements implied by our observations is
beyond the scope of this paper; however, Table A.1 maps findings
from our cognitive studies to functional requirements to features
of the current tool. Note that each software feature in DANE could
be regarded as representing the hypothesis that the feature is an
aid for designers in overcoming the cognitive challenge described
in our in situ study.

4. Functional modeling of biological systems

To represent functional models of biological and technolog-
ical systems in our prototype CAD software, DANE, we used
the Structure-Behavior-Function (SBF) knowledge representation
scheme [45–47]. Briefly, (1) the structure portion of an SBF model
of a complex system specifies the ‘‘what’’ of the system, namely,
the components of the system as well as the connections among
them. (2) Behaviors specify the ‘‘how’’ of the complex system,
namely, the causal processes or mechanisms occurring in the sys-
tem. A behavior is typically comprised of multiple states and

transitions among them. The transitions are annotated by causal
explanations for them. (3) Functions specify understanding of the
‘‘why’’ of the system. Note that a function is a particular interpreta-
tion of a system and its processes, not something inherent to that
system. Functions act as indices to organize knowledge of struc-
tural components and causal behaviors. (4) A component of a com-
plex system can itself comprise a system and thus have its own
SBF model. The behavior of a system specifies the composition of
the functional abstractions of its subsystems into the system func-
tions. Thus, SBF models organize knowledge of a complex system
in a F → B → F → B → · · · → F(S) abstraction hierarchy.

Other researchers have described similar functional models of
complex systems, e.g., the Function-Behavior-Structure models of
Gero et al. [40] and Gero and Kannengiesser [41], the Function-
Behavior-State models of Umeda et al. [42,43], and Umeda and
Tomiyama [44], and the Function-Behavior models of Kitamura
et al. [57,58]. The origin of our SBFmodels lies in Chandrasekaran’s
Functional Representation scheme [38,39]. Although the various
functional representation schemes differ in many features, they
typically share some key characteristics, viz., explicit represen-
tation of function, use of functional representations to organize
knowledge of causal behaviors and structural components, a hi-
erarchical system-subsystem organization of knowledge, a view of
causal behavior as an intermediate abstraction between structure
and function, and domain-independent vocabularies for represent-
ing structure, behaviors and functions of complex systems. Erden
et al. [128] provide a recent survey of functionalmodels of complex
systems and their use in design.

The number of SBF models of complex systems in DANE
is growing. When we first introduced DANE into a class on
biologically inspired design in early fall of 2009, it contained a
library of SBF models of 7 biological systems, with approximately
15 associated sub-function models, and 5 engineering systems.
Many partially completed models were also included, for a total of
about 40 functional models. The biological systems in DANE that
we modeled occur at several levels of scale from the sub-cellular
to organ function to organism sub-system (e.g. locomotion) levels.
While this shows that the SBF knowledge representation scheme
can capture the functioning of biological systems across multiple
levels of scale, abstraction, and across at least two domains
(engineering and biology), the issue of knowledge engineering
of SBF models remains problematic. Historically, a key challenge
for knowledge based AI systems, and specifically knowledge-
based CAD systems, is that building a knowledge base takes deep
knowledge of the domain aswell as familiaritywith the knowledge
representation language (e.g., [2,18,21,32,36]). In the construction
of our 7 biological models, including the 15 sub-functions, we
noted that each model took between 40 and 100 h to complete.
The process of understanding the functioning of underlying system
(e.g. the kidney), modeling it, discovering faults in the model or
in the modeler’s understanding, and iterating over this process
consumed the majority of the time. However, we estimate that
the task of entering a completed SBF model into DANE required
something less than 25% of this overall time cost.

Systems in DANE are indexed by system-function pairs,
allowing them to be accessed by name (e.g., ‘‘Lotus Leaf Cleans
Self’’), by subject (e.g., ‘‘Lotus Leaf’’), and/or by verb (e.g., ‘‘Clean’’).
Upon selecting a system-function pair, users are presented with
a multi-modal representation of the paired system-function (e.g.
the Lotus Leaf SBF model). A system can be represented in text
descriptions and images, as well as through visualizations of
behavior and structuremodels. Example text and imagemodalities
for the ‘‘Lotus Leaf Cleans Self’’ model can be seen in Fig. B.1.
Behavior and structure models are themselves represented as
directed graphs, which may be annotated with text descriptions
and images. The nodes and edges represent either structural
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Table A.1

Functional requirements derived from cognitive studies.

Observation Functional requirement Supporting feature

Problem-driven/Solution-
based design
processes

For problem-driven design: enable search for biological solutions
using function matching.

Library of available solutions is indexed by function, or verb e.g.
‘‘kidney filters blood’’ or ‘‘filters’’

Library is organized around function and subfunctions for
optimal query capability
Provide descriptions of the mechanism of the biological system
(called behavior) for ease of transfer to human engineering
problem

For solution-based design: describe solutions with sufficient
functional abstraction for transfer to engineering problems

For a known biological solution, establish a rigorous method of
describing a function, e.g. (subject, verb, object*, preposition*,
adverb*) that minimizes biological terminology in order to
facilitate indexing into engineering problems. Example: the term
‘‘transpiration’’ is ‘‘plant transports water passively from soil to
leaves’’

Compound Analogy Provide a simple means of showing the decomposition of a
solution, so that the decomposition can be transferred to the
problem

A graphical representation of the function decomposition of the
biological solution is provided in the lower left corner of the tool.
The decomposition is automatically generated from the SBF
model of the selected system-function. It serves a dual role as a
functionally oriented solution navigation tool

Multi-modal
Representations

Provide text, pictorial, and model representations of biological
systems

For each first class data object (e.g. function, state, object,
behavior, structure) we provide a consistent interface that
enables text and pictorial representation on one tab, and
model-based representations on another. (This is not available
for some secondary data objects, such as transition, object
property, and principle.)

Centrality of Function Emphasize the primacy of function for each system As mentioned above, function is a primary indexing and
searching mechanism, a rigorously defined data structure, an
organizing theme for the database, and a navigation vehicle

Scale of Biological Sources Enable biological systems to be represented at multiple levels of
physical scale

The SBF representations have been shown capable of
representing molecular, cellular, organ and human-scale systems
effectively

Enable arbitrarily complex biological organisms to be represented System – sub-system relationships are hierarchically organized
through function – sub-function relationships to any arbitrary
depth, such that any functionally decomposable system can be
represented to an arbitrary level of complexity

Enable a wide range of access to the technology to ‘‘crowd-source’’
the massive numbers of biological systems that could be added to
the system

DANE uses an internet enabled client–server application that
enables a geographically varied access, in a java-based
architecture that is independent of client side hardware.
Participants are currently able to access and edit all content,
stored in a centrally located database.

Enable the fundamental processes of ‘‘identification’’, ‘‘mapping’’
and ‘‘transfer’’ inherent in analogical processing

Identification of applicable solutions as analogy candidates is
enabled primary through functional indexing and search
Mapping is supported through (a) the structured functional
vocabulary, (b) maximizing terminology reuse through a
common library of objects and terms,
SBF models that explicitly describe how a system accomplishes a
function; also applications for transfer of working principles from
one design solution to another

Information Foraging Enable the designer to quickly access research papers and text
about the biological system

Text descriptions of biological systems in DANE may be
annotated with footnotes to references

Problem Definition Enable the design to track the development of their design problem
as it unfolds over time

While we note that problem understanding and description is
major gap in student capabilities, no support for problem
description is provided in the current version of DANE

elements and connections (for structure models) or states and
transitions (for behavior models), respectively. An example
behavior model for the system ‘‘Lotus Leaf Cleans Self’’ (the
same model as in Fig. B.1) can be seen in Fig. B.2. Additionally,
each system is visually connected to other systems with which
it shares a sub or super-function relationship. This functional
hierarchy is represented as an interactive graph (see Fig. B.3) with
nodes representing systems and edges representing the sub/super
relationships. Users may navigate between systems by double-
clicking on a node. Note that we go into greater detail about DANE
in section five.

4.1. Illustrative examples of SBF models of biological systems

In this sectionwe describe two biological systems, the lotus leaf
and the basilisk lizard. These examples are indicative of the kind
and complexity of models within DANE. There are two important

things to note regarding these examples. First, while we present
only biological examples, DANE is also fully capable of modeling
engineering systems. Second, the models presented here look
visually different than those within DANE (e.g., Figs. B.1–B.3). This
is intentional. The SBF modeling language is not tied to a specific
visualization scheme, and although we have chosen a particular
visual syntax with which to showmodels in DANE, these examples
illustrate other ways in which one could depict an SBF model.

4.1.1. Lotus leaf

For our first example, we will model the lotus leaf (see Fig. B.4).
Note that this model has slightly different information from what
is presented in Fig. B.2 although both represent the same function.
In particular, Fig. B.2 displays the behavior model as it exists in
DANE at present, while Fig. B.4 presents a more complete version
in a slightly different visual style. We note that current model in
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Fig. B.1. An example of a multi-modal representation in DANE. The user is investigating the structure of the Lotus Leaf in the ‘‘Lotus Leaf Cleans Self’’ model. The system
presents images (which may be expanded as in the bottom-right), a textual description, and a diagram, viewable by selecting the appropriate tab.

Fig. B.2. DANE behavior model of ‘‘Lotus Leaf Cleans Self’’. In this diagram, each node represents a state and each edge represents a transition from one state to the next.
Annotations on the edges describe why the system performs that particular transition.

DANE (Fig. B.2) could be easily extended to become like the more
complete model (Fig. B.4).

The lotus leaf is a system with properties that allow it to clean
itself of debris. Each of the dashed boxes in the figure represents
a particular function and its corresponding behavior. The largest

box, on the left-hand side, represents the primary function of the
Lotus Leaf.

We will begin by examining the primary function. In the initial
state, placed at the top of the diagram, there are contaminants on
the leaf. Next, because a drop of rain falls on the leaf and because
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Fig. B.3. Function browser (top half) and a functional hierarchy for ‘‘Lotus Leaf Cleans Self’’ in DANE (bottom half). Functions are sortable by their name, their subject, or a basic
verb describing the function. The function hierarchy highlights the currently viewed function and places super-functions above and sub-functions below.

Fig. B.4. Function/behavior model of the Lotus Leaf. As in Fig. B.2, nodes represent states, edges represent transitions, and annotations on edges describe why the transition
occurred. Arrows pointing to another function are used to describe the sub-function relationship between one behavior and a separate function.

of the leaf’s surface causes the superhydrophobic effect, the water
droplet forms a spherical shape. Next, the water droplet rolls over
the contaminants on the leaf and absorbs them because the nano-
bumps on the surface of the leaf reduce the area of contact between
it and the contaminants, which causes the force of absorption from
the water to be greater than the forces binding the contaminants
to the leaf’s surface. The system transitions to the final state where
thewater droplet and the contaminants (now containedwithin the
water droplet) are no longer on the leaf because the water droplet
continues rolling until it falls off the edge of the leaf.

Two sub-functions of the Lotus Leaf’s primary function are also
represented in this example. The first sub-function describes how

the leaf causes the superhydrophobic effect. This function only
contains two states: the initial state, where the water droplet is
falling towards the leaf, and the final or objective state, where the
water droplet is contacting the leaf at an angle greater than 120°
and its shape is spherical. The system achieves this objective state
because the nano-bumps on the surface of the leaf make its surface
non-wettable and cause a high contact angle between the droplet
and the leaf’s surface.

The second sub-function describes how the water droplet rolls
off the leaf. Like before, this sub-function only has initial and
objective states. The initial state describes the water droplet
existing in some location X on the leaf with an associated inertial



A.K. Goel et al. / Computer-Aided Design ( ) – 9

Fig. B.5. Function/behavior model of the Basilisk Lizard. Nodes with pictures (and the top-right node in the Walk on Water function) represent states, and edges represent
transitions between states. Nodes pointed to in-between states are transition annotations.

mass and composite drag. The objective state shows the water
droplet now at some other location Y . This change is state is
achieved because the lotus leaf sits at an inclined plane, the water
droplet is spherical, and the laws of motion of a spherical object on
an incline plane dictate that the spherical object will roll down the
plane.

4.1.2. Basilisk lizard

Next wewill discuss the Basilisk Lizard (see Fig. B.5). This lizard
has the unique function of walking on water and has even earned
the nickname of the ‘‘Jesus lizard’’ for this feat. Note that because
the walking itself is a repetition of the same set of leg movements,
we have only modeled a single complete motion of one of the
lizard’s legs in this example as opposed to the complete set of
movements required to walk across a body of water.

In this particular visualization of an SBF model, we show the
function as an initial state and objective state, and we say that the
reason the system is able to transition between these states is due
to its behavior, which is shown below the function. Although in
previous visualizationswe did not explicitly state that the behavior
provided an explanation for a function, this connection is implicit
in our representation schema.

The behavior diagram is subdivided into two vertical columns.
The left column shows the behavior of the lizard (specifically,
the lizard’s leg), and the right column shows the behavior of the
water with which the lizard is interacting. In prior examples, our
visualization would combine the states in these two columns such
that one state would show both the lizard’s leg and the water.
However, here we have decided to split them because it allows the
reader to separately consider and focus on the behavior of either
component.

In the beginning state, the lizard’s leg is above the water and
in an initial configuration or shape, and the water initially exerts

no lift or thrust on the lizard. The leg then slaps the water, causing
water to be pushed away. Newtonian physics tells us that every
action has an equal and opposition reaction, so we transition to
a state where there is now positive lift and thrust exerted on
the lizard by the water. Additionally, an air pocket is created in
the water below the leg. Next, the lizard’s leg, now underwater,
uses its muscles to stroke backwards, which pushes the water and
air pocket down and away from itself. Again, due to the laws of
physics,more force is exerted against the lizard, causing evenmore
positive lift and thrust to be applied to it. Finally, the lizard recovers
its leg from the water, which transforms the air pocket into a
water vortex, allowing the lizard tomaintain its positive thrust and
lift.

5. Design and development of DANE

In this section we describe our prototype CAD technology. Not
only is DANE designed to address the issues our cognitive studies
identified in biologically inspired design, but it is also represents
our first attempt at building a next generation CAD system. As
the name implies, the Design by Analogy to Nature Engine (DANE)
is intended in the long term to be a semi-automated engine
for design. However, at present, DANE interactively facilitates
biologically inspired design by (1) helping designers find biological
systems that might be relevant to a given engineering design
problem, (2) aiding designers in understanding the functioning
of biological systems so that they can extract and transfer
the appropriate principles to engineering design problems, and
(3) enabling designers and design teams to construct and enter
functional models of biological and engineering systems into
DANE. In addition to describing the tool itself, we report later in
this work on the deployment of DANE in an undergraduate multi-
disciplinary course on design.
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Fig. B.6. Top-level ER diagram of DANE’s database schema. This diagram represents a high-level look at the entities and relationships in the schema of the server-side database
for DANE.

Fig. B.7. ER diagram for condition and related tables in DANE’s database schema.
This diagram expands on the condition table’s relationships to other tables in the
database. Functions are partially defined through a set of conditions.

5.1. DANE’s architecture

DANE is a JavaWebStart application that employs a client–server
architecture. Our server is a standard desktop PC configuration
that utilizes off-the-shelf hardware. The server is running Red
Hat Linux, version 2 of the Glassfish application server, a MySQL
database. Glassfish and MySQL work in concert to provide server-
side support for our application. The server is also running Apache,
which services only our project’s website. The website is a simple
static page that provides a description of the project and a link to
launch the client application.

In our architecture, the server acts as an intermediary between
the client and the database. All transactions are done through
the framework provided by Enterprise Java Beans 3 technology
with the Glassfish application server handling all communication
details. Through this architecture, each database table ismapped to
a Java object, and relationships are expressed as objects that point
to other objects. For example, in a one-to-many situation such as
one Structure diagram containing many Structural Components
(‘‘Objects’’ in our database parlance), the EJB technology would
create a Structure Java object that contains an array of pointers
to all the Structural Component objects of which it is associated.
Essentially, this architecture enables the client to treat all server-
side database content as Java objects. It also provides the software
developer with a straightforward API for requesting objects from
the server and committing any changes made to those objects.
The interested reader is encouraged to peruse the copious EJB3
documentation that exists on the Internet.

5.2. DANE’s knowledge base

Our database is organized in terms of the SBF modeling frame-
work. In Fig. B.6, you can see a top-level entity-relationship

Fig. B.8. ER diagram for structure and related tables in DANE’s database schema. This
diagram expands on the structure table and its related sub-tables. combined, these
tables form the data backend for structure models in DANE.

diagram. Note that in this and the following ER diagrams, there is
no functional difference between a solid and adashed line. This dia-
gram shows how a Function is related to a single Structure, a single
Behavior, a single verb (an ‘‘action concept’’), andmany conditions.
This diagram also shows the tables we utilize to annotate several
of our objects (Structures, Behaviors, Functions, Structural Compo-
nents, and Behavior States) with textual descriptions and images.
For the sake of clarity, these connections are not depicted on the
diagram.

A Condition (Fig. B.7) describes the context of a Function.
A Function may have many Conditions associated with it. Each
Condition may be one of several types: (a) a Target Object, which
describeswhat the Function affects; (b) anAdverb,which describes
how the target object expresses its action; or (c) a Preposition
Phrase, which positions the function relative to some external
environment. For example, the Function might be the following:
Basilisk Lizard propels self swiftly across water. Self is a target
object; swiftly is an adverb; across water is a preposition phrase.

A Structure is itself a complex series of tables, as can be seen
in Fig. B.8. Again, a Structure is related to a single Function. A
Structure contains many Objects (‘‘Structural Components’’ in SBF
terminology). An Object may belong to more than one Structure
(e.g., the Structures of both the Lotus Leaf and Transpirationmodels
contain the ‘‘Leaf’’ Structural Component). An Object is related to
many Object-Feature-Value triples. These triples relate an Object
(such as a ‘‘Leaf’’) to a Feature (‘‘Color’’) and a value (‘‘Green’’).
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Fig. B.9. ER diagram for behavior and related tables in the DANE database schema. This diagram expands on the behavior table and its related sub-tables. combined, these
tables form the data backend for the behavior models in DANE.

Fig. B.10. The DANE log-in screen. This is the first screen a user sees when booting DANE. He or she is prompted to enter his or her credentials before continuing to the main
screen (Fig. B.11).

Object-Feature-Value records are used to describe the value of
particular Object Features in a Behavior State, but in the case
where the value is kept blank, an Object-Feature-Value recordmay
simply be created to enumerate the relevant features of a particular
Object. A Structure also contains several Structure Connections,
which create a relationship between two Structural Components.

A Behavior is also a series of tables, which can be viewed
in Fig. B.9. Like a Structure, a Behavior is related to a single
Function. The Behavior contains many States, which themselves
contain many Object-Feature-Value triples (described in the
previous paragraph). A Behavior also contains several Transitions.
A Transition creates a relationship between two States and also has
several Explanations associatedwith it. An Explanationmay be one
of several types: ‘‘By function’’ points to a Function, ‘‘by Structural
Connection’’ points to a Structural Connection, etc.

As previously mentioned, the client-side application is a Java
program that launches via the Java Web Start technology. This
technology enables users to click on a link at our project web site
that will automatically download and launch the application. If a
user had previously downloaded the application, Java Web Start
will also automatically detect and update the application if newer
code is available on the server. In the following paragraphs, we

will provide the readerwith a brief run-through of all DANE’s user-
interface screens. Note that all graphs are drawn using the JGraph
graphics library, and all other forms were created using standard
Java GUI components.

5.3. User interaction in DANE

When a user launches DANE, he or she will first log in by en-
tering his or her username and password, shown in Fig. B.10. Note
that henceforth wewill be viewing DANE from the perspective of a
user with read-only access. A user with edit privileges would sim-
ply see more interactive features that provide simple dialogs and
lists for the creation and editing of content within models and our
database. The actual display of the models is exactly the same in
both read-only and editor modes.

Once the user has logged in, he or shewill see Fig. B.11, although
initially the right- and bottom-left panels will be empty. This
screen is composed of three parts. The left-hand panel displays a
list of models in the database, which can be sorted by the function
of the system being described, the subject of the function, or the
verb that characterizes the function. Once the user has clicked on
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Fig. B.11. The main DANE screen. On the left side is a sortable list of all models in DANE. Once a model is selected, such as ‘‘Basilisk Lizard Walks on Water’’ in this figure,
the bottom left panel shows how the function relates to other functions in DANE, and the right panel displays information on that model in three different modalities: text,
image, and a structured view (shown in Fig. B.12).

a model (the state shown in the figure), two areas of the screen
fill with content: the bottom-left panel and the right panel. The
bottom-left panel shows a function/sub-function hierarchy. This
hierarchy is built by linking to any model that is referenced in a By
Function (displayed as ‘‘[FN]’’ in DANE) transition in the Behavior
model of the currently selected system. Any box in this hierarchy
can be double-clicked on to jump to the model to which it refers.
The right panel of the screen displays the details of the model. In
this figure we see a description and several images for the model
of Basilisk Lizard Walks onWater. We also see a list of ‘‘Associated
Objects’’. This list displays objects that appear in the Structure
model, the Function model, or the Behavior model. One can be
inspect an object by double-clicking on it or by selecting an object
and clicking on the eyeball icon. The screen that appears is the same
that shows when clicking on ‘‘Explore Object’’, which is described
below.

Clicking on the ‘‘Diagram’’ tab for the same system would
transition to Fig. B.12. This screen explicitly explains the Function
by breaking it up into its subject, verb, target object, and condition
aspects. Additionally, the user is presented with buttons to display
the Behavior and Structure models associated with this Function.

Fig. B.13 illustrates what the user would see as a Behavior for
this function. Note that this textual description and image visual
layout is the same as what was shown in Fig. B.11, except that here
we have double-clicked on an image and see an enlarged version of
it in a newwindow.Wheneverwe speak of textual descriptions and
images in DANE, they are all presented in this same visual layout.
The only exception is the textual description and image layout that

displays when first clicking on a model, for this incorporates the
‘‘Associated Objects’’ list.

If the user then clicked on the ‘‘Diagram’’ tab, he/she would
see Fig. B.14. The user can interact with this graph, moving
nodes around and reorganizing it spatially to meet his/her visual
preferences. If the user clicks on a particular state in the Behavior
and selects the ‘‘Explore State’’ button, the user would see
Fig. B.15. This screenprovides a textual description and images. The
‘‘Overview’’ tab simply reiterates the information that appeared in
the diagram.

Next, the user might close the Behavior window and choose
to inspect the Structure, which would appear as Fig. B.16. Note
we have skipped the ‘‘Description’’, as it is the same visually
(although has separate content from) the ‘‘Description’’ tab in
Behavior. Similar to Behavior, the spatial layout of the Structure
graph is interactive and can be modified by users if they desire.
The user may choose to inspect a particular Structural Component
by clicking on a node and pressing the ‘‘Explore Object’’ button, as
shown in Fig. B.17. Again, we skip the ‘‘Description’’ tab because it
is visually the same as the one displayed earlier. The ‘‘Overview’’
tab displays information about the domain of the object and any
properties that have been associated with it or its parent objects
(e.g., a parent of ‘‘Basilisk Foot’’ might be an abstract object called
‘‘Foot’’). Note that at the time of writing, our object hierarchy
feature was not fully functional, so no inherited properties are
displayed in the figure.

After viewing this model, the user may choose to browse to
another model. This may be done either through the model list
shown in Fig. B.11 or by double-clicking on a relatedmodel through
the functional hierarchy, also shown in Fig. B.11.
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Fig. B.12. Structured information for a selected function in DANE. The user has selected amodel in the left-hand panel and then clicked the ‘‘Model View’’ tab in the right-hand
panel. This view displays structured information about the subject, verb, direct object(s), preposition phrase(s) or operating environments, and adverb(s) of the function
related to this model.

6. Deployment and assessment of DANE

We deployed DANE in the Fall 2009 semester session of
theproject-based, senior-level, undergraduateME/ISyE/MSE/PTFe/
BIOL 4740 course on biologically inspired design taught by Georgia
Institute of Technology’s Center for Biologically Inspired Design.
Although student teams were offered extra credit for adding a
model to DANE, we did not connect the software with any specific
learning objective. Our goal was exploratory: how, if at all, would
teams integrate our CAD system into their design workflows?

The class composition was multi-disciplinary, comprising of
15 biology students, 11 mechanical engineering students, and 14
other students from a variety of backgrounds including biomedi-
cal engineering, chemical engineering, industrial engineering, ma-
terial science, mathematics, and a few other engineering fields.

6.1. The biologically inspired design class

Georgia Tech’s ME/ISyE/MSE/PTFe/BIOL 4740 course is broken
up into three components: lectures, found object exercises, and
a semester-long biologically inspired design team project. The
lectures are of many types, for example: exposing the designers to
case-studies in biologically inspired design, explaining the design
processes for biologically inspired design, reframing engineering
problems in a biological language, breaking a problem up into
functional components, the identification and use of analogy in
design, and quantitative analysis.

The found object exercises tasked students to bring in biological
objects from their environments and analyze the functions of

these objects. For example, a student might bring in an acorn
and discuss how it performs the function of seed protection and
dispersal. These exercises are meant to both expand the student’s
understanding of biology and encourage them to think deeply
about the functions of biological systems.

Lastly, the students are engaged throughout the duration of the
course in a team-based design project. Groups of 4–6 students are
formed so that the design teams have at least one biology student
and students from different schools of engineering. Each team
was given a broad problem in the domain of dynamic, adaptable,
sustainable housing such as heating or energy use. Teams were
expected to refine the problem and then design a biologically
inspired solution based on one or more biological sources to solve
it. All teams presented their final designs during the end of the class
and submitted a final design report.

The biologically inspired design class typically is taughtwithout
any special computational aids for design or research. Students
are encouraged to perform their own research on biological
systems through publicly available resources such as Google
Scholar [129], Encyclopedia of Life [130],Web of Science [131], and
Ask Nature [132].While these sources contain quality information,
they often return an overwhelming number of results, and results
are often presented in a scientific language that is especially
challenging for the non-biologists in the class to understand.

Further, students transmit information about their research to
one another via PDF copies of scientific articles, meaning that all
members of a team must read the raw sources. This perpetuates
the problem of source materials being difficult to understand.
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Fig. B.13. Textual description and image modalities in DANE. Functions, behaviors, structures, behavior states, and objects or structural components all contain textual
descriptions and images, and they are all displayed in the format presented in this figure. Here the user has double-clicked on the top-left picture and popped up an
enlarged version for his or her inspection.

Our motivation for deploying DANE in this class was to test it in
a real-world situation. Although this setting does not easily allow
for formal controlled experiments and does not permit collection
of certain types of data, it does enable observation of problem
solving by real teams of people, as well as problem solving over
an extended period of time. In our case, we felt that placing DANE
in situ would provide a more accurate depiction of its usefulness,
strengths, and weaknesses, as students might use it in ways that
we did not anticipate. Moreover, students would only use DANE if
they saw clear benefits to do so.

6.2. Training and instructions

At the end of the thirdweek of the class, our toolwas introduced
during class-time through an hour long tutorial session presented
by us. The goal of this tutorial was to familiarize students with
DANE such that they would be capable of using it without our
intervention.

At the time of our tutorial, students were already comfortable
with the idea of biologically inspired design, were grouped in their
semester design teams, and were aware of their semester-long
project. Each team had brought at least one computer available to
them from which the application was accessible.

The lesson began with a short discussion on the goal of
DANE and an overview of SBF models. The point of this initial
presentation was to motivate DANE and get students acquainted
to the kind of representations that exist within the software.

We then instructed the students to go to our deployment
website to launch DANE. We provided students with temporary
credentials so that they could log in to the application. After the

tutorial session, individual credentials and a copy of the URLwhere
they could launch DANE on their home computers were provided
to the students via individual email communications.

The rest of the hour proceeded as follows: the presenter dis-
cussed an aspect of DANE, for example how to build a function
model, and then demonstrated its use. Students were then en-
couraged to try the same functionality on their copies of DANE.
The students chose a organism they were familiar with from
their own projects to act as the topic for entry during this exer-
cise; we were not involved in the content of their models unless
they specifically asked for help regarding the content. Those of
us that were not presenting walked the room, observing the stu-
dents performing these actions and answering any questions that
arose.

Once the tutorial session concluded, the students were told to
direct any additional questions to an online web forum, accessible
through the class portal that all students were familiar with
using. We did not provide any more instructions to the students.
However, we encouraged them to use the application whenever
they felt it would be appropriate throughout the semester.

6.3. Assessment and results

The following five kinds of data were obtained during the
deployment of DANE. (1) An online traffic counter recorded how
many people used our application-launching web site, which gave
us rough information on how often DANE was used. (2) We kept
a record of the models that were built in DANE by the users,
and (3) we kept a log of the online troubleshooting forum. (4)
After the class, we interviewed a student from the class about her
opinions and experiences with DANE. (5) The course instructor
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Fig. B.14. Example of a behavior model in DANE. This figure displays a segment of a behavior diagram, presented as states and transitions, in DANE of the model ‘‘Basilisk
Lizard Walks on Water’’. Note that, in the transitions, ‘‘[FN]’’ describes a sub-function and ‘‘[PR]’’ describes a principle.

made available to us the final project reflections, where students
discussed the process bywhich they researched and designed their
projects. This data formed the basis for determining if and how
DANEwas useful to end users in the context of biologically inspired
design.

We observed that 9 new models were entered into the system.
All models were related to some biological system (e.g., ‘‘Baleen
ram filter feeding apparatus’’) or design idea (e.g., ‘‘Recycle
Graywater’’). Recall that a full system model in DANE contains
a function, a behavior model, a structure model, and textual
descriptions and images for function, structure, and behavior.
Of the models entered by students, all had functions, three had
behavior models, two had structure models, and two had textual
descriptions for their functions. None had textual descriptions for
their behaviors or structures, and none had images. Qualitatively
speaking, all the models entered by students were incomplete by
our standards. However, this incompleteness did not necessarily
mean the students found their own models unhelpful, which will
become apparent by the student interview.

Our online troubleshooting forums contained four sub-sections:
‘‘Usability and Interface Issues’’ received 1 question; ‘‘Suggestions’’
also received 1 question; ‘‘How to Build Content’’ received 3 ques-
tions; and ‘‘DANE Bugs’’ received 2 questions. All the questions
in the forum were technical in nature. No question was targeted
at our representation schemata. Interestingly, the same student
posted all the questions.

A 14-question interview about DANE was conducted after the
semester was over with the student that posted the questions in
our online forum. Although a single student obviously is not a
sufficient sample for how the entire class felt about our tool, we felt
this student in particular (due to her apparent engagement with

DANE) could provide valuable feedback about our deployment.
The interview was taped and then transcribed with permission of
the interviewee. Questions were both subjective (e.g., ‘‘Did DANE
improve your understanding of biological systems?’’) and objective
(e.g., ‘‘Approximately howmanyhours, if any, did youuseDANE?’’).

When asked how she would rate the DANE training session
from 1 to 10 (with 10 being completely effective) and why, the
student said shewould rate it a 9 because the presenter ‘‘went over
all the basic things’’ and ‘‘it was reasonable that, like, everybody
in the class would understand how to use DANE in that training
session’’.

Regarding her use of the tool, the student reported that she used
it for approximately 20 h and mainly before class presentations
because the professor gave extra credit if the team built a model
on one of their 25 ‘‘inspired objects’’, which were objects in nature
from which they drew analogies. This answer correlates with the
usage patterns. Students were encouraged before presentation
dates to use DANE for extra credit, so they did, causing usage to
peak during those times.

When asked how she would rate the importance of DANE to
her semester-long project on a scale from 1 to 10 (with 10 being
of vital importance), the student gave a rating of 5, stating ‘‘it
wasn’t extremely, crucially vital, but it wasn’t something that
was not necessary’’ and ‘‘in the end we could’ve probably done
without it, but I think it helped us to conceptualize’’. Later in the
interviewwhen probed about what she meant by ‘‘conceptualize’’,
the student responded, ‘‘I mean, like, conceptualize, like, I think in
boxes. Only because I’m in industrial engineering so I think in a lot
of—I mean they look like flow charts. So that’s what I like about
DANE so I could, like...build a flow chart, essentially. From, like, the
beginning stage to the end stage of a process’’.
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Fig. B.15. Expanded view of a behavior state in DANE. By double-clicking on a state, a user can see a text description and set of images related to that state. The ‘‘Overview’’
tab re-displays the information one would see about the state in a behavior diagram (i.e., Fig. B.14).

Not all responses were positive. When asked if DANE improved
her understanding of biological systems, the student said no
because, according to her, ‘‘I wasn’t looking up information. I was
trying to input information into the database’’.

Finally, when asked if she would recommend that other
students use DANE, she answered yes, stating it is a ‘‘good
resource’’ for ‘‘trying to build the analogies. And for like visualizing
the connections, like the different properties. Like when my team
first looked at it our overall function was regulate, and from
regulatewe had like regulatewater, regulate energy, regulate heat,
and you could just like break that up and you could go into DANE
and seewhich- likewe all independently like came upwith objects
in nature that had these properties and see if theywere tied to each
other’’. In addition to analogy-making, she said that DANE would
save herself and other students work if it contained a small set of
systems that were relevant to the topic of the class, as this would
be an easier database to browse than Google or Web of Science.

Students in the class were asked to write a final paper that
reflected upon their experiences in the class. 36 such reflection
papers were submitted. In six of those, DANE was mentioned
by name. In two papers the comments were explicitly positive
(e.g., ‘‘I thought that DANE was a very useful tool to help
decompose our system into its parts’’ and ‘‘A resource database
(DANE!) would be VERY helpful in this class’’). In one paper the
comments were explicitly negative (e.g., ‘‘DANE did not really
help in our communication’’ and ‘‘it had good intentions, but I
did not feel that it had great potential as an aide’’). Three of
the six reflections mentioned DANE as a research repository, two
described it as a modeling tool, and one described it in terms of
aiding communication.

6.4. Lessons learned and the fifth C: knowledge cost

Based on the observed results of our deployment, we have
drawn several lessons. The first is overcoming the cost/benefit
hurdle of systems requiring intensive knowledge engineering.
Students were not willing to invest the time and effort to build
models because they saw no personal benefit. Likewise, without a
sufficient number ofmodels, students found the systemof little use
as a reference resource. However, at 40–100 h per model, a small
group of isolated researchers has little hope of creating sufficient
breadth for general usability. Thus, we believe it is important
that research groups building small libraries of biological and/or
technological systems for supporting biologically inspired design
form collaborative efforts that combine their knowledge bases in
productive ways.

The primary value to students of DANEwas as an organizational
framework to (1) organize their understanding of systems and (2)
test their own ability to represent a design case. In our student
interview, the student mentions that DANE was a useful tool for
conceptualizing systems and inmaking analogies. Additionally, she
said that the repository would improve her research process if
enhanced with models that were relevant to the topic of the class.
While we developed DANE with both of these benefits in mind,
we incorrectly assumed students would build and share models,
which would incrementally enhance the value of the tool.

Although DANE only explicitly appeared in one-sixth of the
final reflections, the perspectives provided, if only anecdotal due
to our sample size, are illuminating. Comparing these results to
the four C’s of next generation CAD systems, we can see that
some students used the tool to help conceptualize their design, to
enhance creativity via analogical reasoning, and, perhaps to a lesser
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Fig. B.16. Structure diagram in DANE. This figure displays a structure diagram in DANE for the model ‘‘Basilisk Lizard Walks on Water’’. Nodes are structural components,
and edges represent physical connections between those components.

extent, to collaborate across disciplines by browsing its knowledge
repository. Moreover, the fact that students wrote about DANE
in their final reflections without being prompted to do so acts
as evidence that, four months after the application’s deployment,
some students were still aware of DANE and thinking about it in
terms that align with how we hoped they would think about it.
Note that we go into further details about DANE’s relation to the
four C’s in Section 7.2.

However, our other observations suggest that students were
largely unconvinced of DANE’s usefulness in whatever role they
perceived it filling. Over half of the days the application was
deployed received less than 10 hits; we had only one user engaged
in our support forums; and our traffic peaks nearly always occurred
during times when those peaks could be explained either by
novelty (the peak right after the initial deployment/credential
handout) or by an offer of extra credit (the peaks near the
presentation times). Going forward, we will focus on how to
better communicate our application’s benefits to the students and
encourage them to use the application.

Another lesson comes from the quality of the student-built
models in DANE. The student models are incomplete, often lacking
the important associated behavior and structure models. Although
the student we interviewed described our training session as
effective, themodel sparsenessmight suggest that students did not
understand the training session as well as the one we interviewed.
Alternatively, the models could be the result of students being
uninterested in DANE and doing only the minimal amount of work
required to get their extra credit, which returns to the problem of
motivation. The models could also be a symptom of not knowing
their biological systemswell enough to articulate them in amodel.

Regardless of the reason for the sparse models, this situation
illustrates the need for more intervention with regard to the
students’ grasp of DANE. Had we done interviews during the
semester instead of only after the semester, we would be able to
say with more certainty what caused the sparse models. In future
deployments of DANE, we will remember this lesson.

7. DANE as a case study in the 4C’s of next generation CAD

systems

We presented in this paper a knowledge-based CAD system
called DANE for functional modeling of biological systems in the
context of biologically inspired design. The design literature de-
scribes a small but increasing number of interactive computational
tools for supporting biologically inspired design (e.g., [132–137]).
The Biomimicry Institute [132], for example, has developed an
online web portal called AskNature for accessing a functionally-
indexed database of scholarly articles relevant to biologically
inspired design. Chakrabarti et al. [133] have developed an inter-
active tool called Idea-Inspire for supporting biomimetic idea gen-
eration in product design. The Idea-Inspire system represents the
function, behavior, and structure of biological and engineered sys-
tems, and supports product designers with automated search for
biological and engineering analogues. Sarkar and Chakrabarti [134]
report on experimentswith Idea-Inspire that show that the sources
of inspiration suggested by Idea-Inspire, that range from text and
diagrams to audio and video, have a significant influence on the
representations, number, and quality of the generated ideas. In
contrast, Chiu and Shu [135] describe a natural language approach
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Fig. B.17. Expanded view of a structural component or object in DANE. By double-clicking on a structural component in Fig. B.16, the user gets this view. The description tab
displays a text description and a set of images. The overview tab displays structured information about a Component that helps a user to better understand it.

that uses latent semantic indexing to retrieve biological systems
related to technological functions by creating relationships be-
tween biological and engineering terms.

Our work on DANE differs from previous efforts in three ways.
First, the design and development of DANE is based on our anal-
ysis of in situ studies of biologically inspired design [116]. Al-
though Sarkar and Chakrabarti report on post facto experiments
with Idea-Inspire, insofar as we know the design of Idea-Inspire
was not based on any specific cognitive study biologically in-
spired design. Second, as described below, we have introduced
DANE into a community of practice, viz., a classroom. Again
insofar we know, Idea-Inspire so far has only been tested in lab-
oratory settings. The distinction between evaluating in a commu-
nity of practice versus a controlled environment is important in
the context of biologically inspired design because literature sug-
gests humans make different analogies in their natural environ-
ments than in laboratory settings [120,121]. Evaluation done in
the setting of the design practice provides a more accurate pic-
ture of how theCAD systemwill actually perform. Third, DANEuses
the Structure-Behavior-Function (SBF) scheme for modeling com-
plex systems [45]. This is important because SBF models were de-
veloped in AI to support automated analogy-based design [32,36].
Thus, in the long term it should be possible to add automated infer-
ences (e.g., to find relevant source analogs given a design problem)
to DANE, increasing its value in supporting design. It is unclear at
present whether this can be done in Idea-Inspire to the same de-
gree of automation.

7.1. Lessons from deployment of DANE in practice

Wealso described in this paper the deployment of DANE to help
designers performing biologically inspired design in a classroom

setting. Although in retrospect it is clear that we struggled with
properly motivating DANE’s usage in the class and with gathering
enough data to determine exactly how and why students were
using it, deployment of DANE succeeded in the sense that the
students were able to use the system when they wanted, and both
the studentwe interviewed and twoof the design journals said that
DANE was a useful addition to the design teams’ workflow.

Note that the results of our study with DANE are nowhere as
neat or clean as those described by Sarkar and Chakrabarti [134]
in their work on IDEA-INSPIRE. We believe this is primarily
because Sarkar and Chakrabarti report on controlled experiments
with individual designers working on selected problems for short
durations in laboratory settings. In contrast, we deployed DANE
in a large design class, the designers worked in teams, the teams
selected their own problems, the problem solving unfolded over
a semester, and we had access to only a small portion of the
design teams’ work. It is for this same reason that we could
not measure the efficacy of DANE for design ideation using
quantitative measures such as frequency, novelty, variety, and
quality (e.g., [86]).

On the other hand, the in situ deployment of DANE in a
naturalistic setting led us to the result about DANE’s utility as a
conceptualization tool. Although we had developed DANE largely
as a library of SBF models of biological systems that designers may
access to address their engineering problems, we found that at this
stage of its development, designers found DANE more useful as a
tool for conceptualizing a complex system, with the SBF scheme
enabling the designers to organize their knowledge of complex
systems. We conjecture the utility of DANE as a design library may
grow with the size of the library.

The lessons we learned from the design, development and
deployment of DANE emphasize the need for deployment to be
an iterative process and for early deployment with your target
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users in situ. Had we developed DANE in isolation and only tested
it in controlled situations, the problem of motivation and the
insight into the importance of DANE as a conceptualization tool (as
opposed to primarily as a repository) would have been difficult, if
not impossible, to realize.

7.2. DANE as an illustration of the 4C’s

DANE was envisioned to provide some level of direct support
for each of the four C’s in our characterization of next generation
of CAD systems. For collaboration, DANE provides at least two
kinds of support. The first is the ability for designers and design
teams to share functional models of biological systems. Individual
designers can investigate and add to the repository of models,
or update models of others, sharing their knowledge of systems
across time and space. The second, subtler, means is by supporting
interdisciplinary communication via the underlying modeling of
Structure-Behavior-Function models. The modeling framework
itself provides a shared vocabulary about systems and a shared
framework for organizing one’s own internal knowledge of a
system.

For conceptual design support, DANE provides a repository
of designs, indexed hierarchically by function and system. The
indexing support enables designers to search for a wide variety
of conceptually related system analogues, at various levels of
abstraction and detail. As conceptual design is neither linear nor
monolithic, but rather a series of explorative sorties into many
concepts at many levels of detail, a systemmust provide flexibility
in order to support the process. Thus, as the sophistication of
the conceptual design matures, designers are able to move up
and down levels of abstraction within a system, to identify
the most appropriate for the state of the current conceptual
design. Multimodal representation capabilities allow for the most
appropriate representation to be applied at any given design state.

Proponents of biologically inspired design assert that this
designparadigm, inwhichDANE is embedded, gives rise to creative
designs. In fact, a major point of biologically inspired design is to
jump out of the well-trodden problem definitions in engineering,
and to spawn new ways of thinking about problems. Unlike
conventionalmethods such as undirected brainstorming, browsing
the Internet, or the perusal of a biology textbook, DANE provides
means to rapidly access systems functionally and at multiple
levels of abstraction. The marriage of cross-domain analogy and
functional indexing enables finding applicable systems for the
development of creative design solutions to difficult problems.

Finally, the design, development, and deployment of DANE
is firmly grounded in our cognitive studies. We started the
DANE project with in situ studies of a community of practice in
biologically inspired design, viz., ME/ISyE/MSE/PTFe/BIOL 4740 at
Georgia Tech. Our observations then informed the design of the
DANE knowledge-based CAD tool (cf. Table A.1). We ended this
phase of the project by deployingDANE in the community of design
practice and examining its use. Thus cognitive studies of design
formed the basis for the design, development and deployment of
DANE.

7.3. DANE as a methodology for next generation CAD systems

Perhaps more importantly, we posit that our work on DANE
is an illustrative example of a cognitively grounded methodology
for the next generation of CAD systems. As we noted in the
introduction, we have witnessed over the last three decades a
large number of cognitive studies of design as well as very large
number of CAD systems. We believe the time has come to bridge
the two lines of research, not only by grounding the development,
deployment, and assessment CAD systems in prior cognitive

research, but also by conducting specific cognitive studies that
inform the design and assessment of specific CAD systems. After
all, the phrase ‘‘computer-aided design’’ contains three words,
but only two — computer and design — typically receive much
attention. We must not forget the obvious point that we develop
CAD tools to aid humans. Thus, realization of the promise implicit
in the phrase computer-aided design demands that the next
generation of CAD systems be grounded in theories and studies of
design cognition.
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