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Abstract

Personalized learning is a powerful tool in online education, yet its application in inquiry-
based modeling environments remains underexplored. Previous work has shown that learn-
ers that engage in a cycle of construction, parameterization, and simulation, which we refer
to as the exploration cycle, create models with higher complexity and variety. In order
to further study these findings we present an “exploration coach” that provides personal-
ized feedback within the Virtual Experimental Research Assistant (VERA)—an interactive
learning environment for conceptual modeling of complex systems that evaluates models
through agent-based simulations. Our architecture, which classifies the learners into groups
using clustering techniques, allows us to determine what type of feedback would be use-
ful to a learner at any point in their modeling journey. The coach then uses procedural
scaffolding to guide learners through the exploration cycle. Lastly we illustrate how these
categorizations and the exploration cycle map onto the cycle of self-directed learning.

Keywords: Personalized Learning, Machine Learning, Self-Regulated Learning

1. Introduction and Background

Unlike traditional instructional methods that often emphasize the passive acquisition of
knowledge, inquiry-based learning encourages active learning Chi and Wylie (2014) by plac-
ing users at the center of the learning process. This approach encourages users to engage in
domain exploration, question formation, and problem-solving within open-ended environ-
ments. This approach not only enhances critical thinking and creativity but also promotes
deeper understanding through hands-on experience Chi and Wylie (2014); Chi et al. (2018)
Inquiry-based learning is crucial in helping students develop the skills necessary to tackle
open-domain problems–situations where multiple approaches may be viable, and no single
correct solution exists.

While personalized learning is a powerful approach for in-person instruction Bloom
(1984), it has the potential to enhance the effectiveness of online education settings Means
et al. (2009). By providing users with real-time, tailored feedback, personalized learning
systems have the potential to transform teaching and learning outcomes Bloom (1984);
Shute (2008); VanLehn (2011); Joyner and Goel (2015). Meta-analyses have demonstrated
personalized learning systems help users remain engaged and motivated Koedinger et al.
(1997); Means et al. (2009); Kinnebrew et al. (2013). However, there have been limited
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studies that have explored how personalized learning can be leveraged to support inquiry-
based modeling environments, where the learning process in inherently open-ended and
exploratory Joyner et al. (2013); Joyner and Goel (2015); Bauer et al. (2017).

We explore the effects of integrating a personalized AI coach in an inquiry-based model-
ing environment called VERA (Virtual Experimental Research Assistant). VERA An et al.
(2018, 2020) is an interactive learning environment in the field of ecology. It allows users
to engage in conceptual modeling of complex systems, and evaluate these models through
agent-based simulations to deepen their understanding of ecological concepts and modeling.

The design of our coach is based on a study in VERA called “Understanding Self-
Directed Learning in An Online Laboratory”, in which An et al. (2022) found that learners
in VERA are most successful when they engage in a complete cycle of constructing, param-
eterizing, and simulating models. First, we define learners who adequately complete this
cycle as “full-explorers”. An et al. (2022) identified two other clusters of learners, each of
which can be thought of as lacking as in some part of the exploration cycle; “constructors”
effectively create nodes and edges in their model without effectively parameterizing and
simulating, while “observers” adequately simulate their model without engaging in enough
construction or parametrization. From this information, we propose the “exploration coach”
to tailor feedback to these three types of learners, getting them closer to completing the full
exploration cycle and creating more intricate models.

2. Methodology

The Virtual Experimental Research Assistant (VERA) application will be used for this
research. VERA is an ecological modeling application where learners can create, parame-
terize, and simulate conceptual models of ecological systems. Every model has components
(nodes) and relationships (edges). Components can be either biotic or abiotic, where bi-
otic components are specific taxa. Relationships relate two components together, with an
example being “component A affects component B”. Relationships include “produces”,
“consumes”, “destroys”, “affects”, and “becomes on death”. Each component has tunable
parameters associated with it, such as lifespan and body mass. See Fig. 1 for an example
of a VERA model and its corresponding simulation.

We propose a metacogntive AI coach in VERA called the “exploration coach”. The
exploration coach uses procedural (metacogntive) scaffolding to encourage learners to engage
in greater exploration. When the exploration coach goes to give feedback to a learner, it first
classifies the learner as either a constructor, observer, or full-explorer. This is done through
the following steps: a pre-processing step where VERA models’ associated log activities are
clustered into the three groups, and a real-time step where the exploration coach uses the
clustering to classify a learner into one of the groups.

Starting with the clustering step, we can employ a process similar to the one used in
previous research done by An et al. (2022). We take a user’s log behavior while working
on a particular model and process it into an activity sequence that reduces actions to being
one of construction, parameterization, and simulation. We define an activity sequence as
a string consisting of sequences of “c”, “p”, and “s”, each corresponding to one unit of
construction, parameterization, and simulation respectively. For example, a sequence of
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Figure 1: An example of a model in VERA created by a learner. The portion labeled by
1 shows a model that has been constructed, the portion labeled by 2 shows the
ability to change parameters in the model, and the portion labeled by 3 shows a
simulation of the model. An et al. (2022)

“ccps” would correspond to a sequence of two construction actions, one parameterization
action, and one simulation action.

We then define a metric of similarity between two action sequences to be able to perform
clustering. We use the Levenshtein distance, which measures the distance between two
sequences by computing the minimum number of edits required to convert one sequence
to the other. With this similarity metric, we use hierarchical agglomerative clustering to
separate user activity sequences into the construction, observation, and full-exploration
groups. We also need to normalize for sequence length, so we split user sequences into
different length groups, and then perform the clustering on each length group.

With these clusters processed and stored, the exploration coach can utilize them to
determine in real-time whether a learner is a constructor, observer, or full-explorer when
they request feedback. Constructors, observers, and full explorers all receive personalized
feedback to their classification, which we describe below. If a learner is categorized as a
constructor, then we know that they are likely not doing enough paramerization and sim-
ulation. As such, the task we want to give them (in the context of procedural scaffolding)
is to parameterize and simulate their model. As they conduct parameterization and sim-
ulation, we also want them to further understand how the changes of certain parameters
directly affect the simulation output of their model and what the underlying relationships
are between these components. Accordingly, we have the feedback template for constructors
shown in Fig. 2.
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Hey! I noticed that you’ve been constructing your model, but you haven’t been changing
many of the parameters. To gain a greater understanding of how your model works, I

suggest completing the following steps:
1. For your nodeName node, change the paramName parameter to paramVal1.

2. Predict what will happen when you simulate your model with the new change. What
will happen to the nodeName population?

3. Simulate your model. What do you observe? Was your prediction correct? Why did
you see what you observed?

4. Now change the paramName parameter to paramVal2. Again, predict what will
happen when you simulate your model.

5. Simulate your model again. Was your prediction correct? What seems to be the
general trend between the paramName parameter and the output of the simulation? Is

the trend linear? Are there multiple peaks? Do you need to test more values?
6. Reflect on this activity. What did you learn about this parameter and the system as a

whole?

Figure 2: The design of the feedback given by the exploration coach for constuctors. The
bolded terms are variables that differ depending on the learner receiving feedback

In this feedback, we accomplish the following: getting the learner to engage in the
full exploration process and getting them to reflect on their models. The parameters in
this feedback is chosen by the following methodology: we run kernel density estimation
on all VERA models to determine commonly-used values for different parameters, and
we recommend commonly-used values that the learner has not tried before (or deviates
the farthest from). We also recommend parameters to change that have been relatively
“unexplored”; if a parameter has been changed a lot, then a different one is recommended.

If a learner is classified as being an observer, then we infer that they are engaging
in parameterization and simulation behavior while not engaging in a sufficient amount of
construction. As such, we want to recommend that a learner creates a new node or edge in
their model so that they can improve in this area. Template feedback for this is shown in
Fig. 3. It includes the task of creating a node or edge in the model, but it also includes steps
for the learner to change parameters in the node/edge and simulate their model so they can
add the node/edge in a way that makes sense in the context of their model. As usual, the
feedback includes metacognitive questions that get the learner to try to understand what
creating the new node/edge did for their model.

Finally, if a learner is classified as a full-explorer, then they have been identified as
completing the full cycle of constructing, parameterizing, and simulating their model. Since
this is considered optimal behavior, we want to give positively-reinforcing feedback that
affirms the learner’s idea of how to conduct the conceptual modeling process. The idea of
including positive reinforcement in feedback for full-explorers is affirmed by a study titled,
“Understanding Self-Directed Learning in An Online Laboratory”, which investigated the
effect of an affective (emotion-based) coaching agent that includes positive reinforcement
when correct answers are given, as the study found the system to be significantly conducive
towards learning in comparison to a control group Mondragon et al. (2016). Accordingly,
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Hey! I noticed that you’ve been observing your model well, but you haven’t been creating
many nodes or edges or changing the structure of it. To gain a greater understanding of

how your model works, I suggest completing the following steps:
1. Create another node or edge in your model.

2. Change any parameters in the new node/edge to fit your model.
3. Predict what may happen when you simulate your model with the new node/edge.

4. Simulate your model. Were your predictions correct? How did the populations of the
existing biotic nodes change?

5. Reflect on this activity. What did adding the node accomplish, and why did it do that?

Figure 3: The design of the feedback given by the exploration coach for observers.

the design for full-explorer feedback is shown in Fig. 4. The feedback encourages the
learner to continue their optimal behavior, and it also goes into detail about how their
behavior is optimal such that the learner has more explicit and solidified knowledge of
the construction-parameterization-simulation process. In the future, we will combine this
positive reinforcement with procedural scaffolding steps that help the learner even further
(i.e. micro-optimizing their behavior).

Hey, I noticed that you are exploring with VERA well! You have done a good job of
constructing your model, tuning parameters, simulating your model, and repeating until

you find quality results. Keep up the good work!

Figure 4: The design of the feedback given by the exploration coach for full-explorers.

3. Discussion

We expand the theoretical foundations of the research by mapping the exploration cycle onto
the cycle of self-regulated learning. Self-regulated learning is a well studied phenomenon,
with its roots in constructivist theory, which describes learners as engaging in a cycle of
planning, implementation, and evaluation, see Fig. 5. Many intelligent tutoring systems
including Betty’s Brain Kinnebrew et al. (2013), MetaTutor Azevedo et al. (2009), and
VERA An et al. (2018, 2020) were all built to encourage users to engage in a loop of self-
regulated learning. The exploration cycle maps onto the cycle of self-regulated learning in
the following ways:

1. Planning, as found in the self-regulated learning cycle, is a process that occurs fully
in the mind. For this reason, we do not have action logs that correspond to the
planning phase.

2. Practicing, in the self-regulated learning cycle is when a learner is taking steps
toward completing their plan. This corresponds to constructors who focus solely on
the practice step of the cycle by only constructing within VERA.

3. Evaluation, typically occurs after the learner has taken steps toward their goal in the
self-regulated learning cycle. Observers in VERA are continuously evaluating their
current model by simulating without planning or practicing.
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Figure 5: This figure illustrates the cycle of self-regulated learning describing planning,
practicing (implementation), and evaluation. van der Graaf (2023)

To the best knowledge of the authors, there does not exist a self-directed learning coach
for open-domain inquiry-based modeling platforms. Betty’s Brain serves as a useful point
of comparison, in that while it is a inquiry-based learning platform, it focuses on students
learning scientific concepts from textbook readings. Working in Betty’s Brain, Munshi et al.
(2023) have previously developed procedural scaffolding for self-regulation based learning
strategies. The scaffolding, however, is entirely focused on the correctness of a learner’s
answer, which is inapplicable to modeling in VERA. Other recent research into personalized
self-regulated scaffolding has been investigated in the domain of reading and writing by Lim
(2023). However, this research differs from our own due to the fact they use a rule-based
approach to evaluate a learner’s engagement with the cycle of self-directed learning which
is different than our machine learning driven method.

4. Conclusion

In this work, we propose an AI coach in VERA called the “exploration coach”, which
uses procedural scaffolding to encourage learners to engage in a full cycle of construction,
parameterization, and simulation when conducting inquiry-based modeling. We then map
the exploration cycle to the cycle of self-directed learning. We have deployed this coach
into two classes, and future work includes an analysis and discussion of the results.
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