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Our online interactions are constantly mediated through Artificial Intelligence (AI), especially our social
interactions. AI-mediated social interaction is the AI-facilitated process of building and maintaining social
connections between individuals through information inferred from people’s online posts. With its impending
application across a number of contexts, the challenges and opportunities of AI-mediated social interaction
remain underexplored. This paper seeks to understand the design space of AI-mediated social interaction in
the context of online learning, where students frequently face social isolation. We deployed an AI agent named
SAMI in three class discussion forums to help online learners build social connections. Using SAMI as a probe,
we conducted semi-structured interviews with 26 students to understand their difficulties in remote social
interactions and their experiences with SAMI. Through the lenses of social translucence and social-technical
gap, we illustrate online learners’ difficulties in remote social interactions and how SAMI resolved some of the
difficulties. We also identify potential ethical and social challenges of SAMI such as user agency and privacy.
Based on our findings, we outline the design space of AI-mediated social interaction. We discuss the design
tension between AI performance and ethical design and pinpoint two design opportunities for AI-mediated
social interaction in designing towards human-AI collaborative social matching and artificial serendipity.
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1 INTRODUCTION
As Artificial Intelligence (AI) becomes closely integrated into our daily lives, more and more of
our interactions are mediated through AI systems. Our messages are constantly enhanced by AI
recommendations through smart replies and auto-complete [26, 27]; we now get in touch with our
long-lost childhood friends through Facebook’s recommendation algorithms [51]; we even find our
life partners and business partners through social matching systems [54, 74, 75]. With the rapid
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advancement in AI technology, especially machine learning applications such as recommendation
algorithms, it is not difficult to imagine a future where most human social interactions are mediated
through AI systems. We call this AI-mediated social interaction.
We define AI-mediated social interaction as the AI-facilitated process of building and main-

taining social connections between two or more individuals based on explicit and implicit personal
information embedded in people’s online posts. AI-mediated social interaction is at the intersection of
two CSCW sub-fields: AI-Mediated Communication (AI-MC) [26] and social matching systems [66].
While recent AI-MC research focuses on the perception and effect of AI-MC in general-purpose
textual communication such as smart replies and auto-complete [27, 32], AI-mediated social inter-
action explores a subset of AI-MC on the design and impact of using AI-augmented messages for
socialization purposes. AI-mediated social interaction also expands on the capability of current
mainstream social matching systems by extracting all the necessary information for social matching
from users’ prior digital footprints upon user requests, instead of asking for users’ explicit input in
the form of a web survey or a user profile.

Existing work has examined the design, ethical and social challenges of AI-MC, social matching
systems, and CSCW technology [1, 19, 26, 27, 54, 66], however, the design opportunities and
challenges of AI-mediated social interaction remain largely unexplored. For instance, several
classical CSCW theoretical frameworks point out the importance of designing technologies to bridge
the social-technical gap [1] and bringing social translucence [19] in online interactions, yet whether
and how AI-mediated social interaction could fulfill these requirements remain unknown. AI-MC
and social matching literature suggest several ethical and social challenges such as privacy [66],
agency [26, 27, 54, 63], trust [26, 27], and transparency [26, 63, 66]. Situated at the intersection of
AI-MC and social matching, AI-mediated social interaction could raise more challenges by using
AI to enhance an already personal process of building social connections. Before AI-mediated
social interaction becomes more prevalent, it is critical to examine and consolidate its design space
through understanding its challenges and opportunities.

With the rapid advancement of AI, AI-mediated social interaction will soon be utilized not only
to help people find social partners but also to create and facilitate social cohesion within online
communities. One potential application as such is the use of AI-mediated social interaction in the
context of online education, where fostering social connections is not only paramount to learners’
success but also urgently needed to improve learners’ online learning experience [4, 6]. Strong
social ties among online learners are crucial to improving students’ satisfaction [28, 58], reducing
dropout rates [59], and stimulating intellectual exchange [4, 58]. Conceptual frameworks of online
learning such as Community of Inquiry consider students’ social presence as an integral part of
successful online learning [6, 22, 39]. However, it remains unclear what difficulties online learners
actually encounter during their social interactions in online learning, which makes it challenging
to design AI-mediated social interaction that could cater to students’ difficulties and needs.

The present work seeks to understand the design space of AI-mediated social interaction in the
context of online learning. With this goal in mind, we take a human-centered approach to first
understand the perceived difficulties online learners face in remote social interaction, then explore
the challenges and opportunities in designing human-centered AI-mediated social interaction.
Specifically, we explore three research questions:

RQ 1:What difficulties do online learners encounter in remote social interaction?
RQ 2: How can we design AI-mediated social interaction to resolve online learners’ difficulties in

remote social interaction?
RQ 3:What are the ethical and social challenges in designing AI-mediated social interaction in

an online learning environment?
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To examine these research questions, we conducted a qualitative study in an online graduate
for-degree computer science program. We developed and deployed a preliminary AI system in the
form of an AI agent named SAMI (stands for Social Agent Mediated Interactions) in three online
class discussion forums to help match students based on specific commonalities. We used SAMI as
a probe to elicit design feedback from students based on their real experience with AI-mediated
social interaction. We chose to use an AI agent as the AI system to mediate social interaction among
online learners due to AI agents’ prior success in providing informational, emotional and social
support within online communities [24, 50, 52, 71]. We then conducted semi-structured interviews
with 26 online students who had interacted with SAMI to understand their difficulties in remote
social interactions as well as their experience and feedback on SAMI.
Through these interviews, we identify online learners’ difficulties in building remote social

connections, specifically, the lack of social translucence and the existing social-technical gap in
current online learning platforms. Our findings reveal how SAMI augmented social translucence in
an online learning environment yet did not fully close the social-technical gap. We also identify
several ethical and social challenges students had about SAMI, including user privacy and agency.
Building upon our findings, we discuss how to design AI-mediated social interaction to resolve
online learners’ difficulties in remote social interactions. Based on students’ perceived concerns
about SAMI, we highlight the design tension between AI performance and ethical design in
AI-mediated social interaction. We then discuss the design opportunities of AI-mediated social
interaction in building human-AI collaborative social matching and creating artificial serendipity
to mitigate potential ethical and social challenges.
The contribution of our work is three-fold: first, through the lenses of social translucence [19]

and social-technical gap [1], we highlight online learners’ difficulties in remote social interactions
and offer empirically-grounded design implications of technologies that could cater to those
difficulties; second, we pinpoint the design tension between AI performance and ethical design
pertaining to the ethical and social challenges of AI-mediated social interaction; finally, taking into
consideration the design implications and challenges of AI-mediated social interaction, we outline
design opportunities and directions for AI-mediated social interaction in creating serendipitous
interactions and in designing human-AI collaborative social matching to mitigate the ethical and
social challenges.
Privacy, Ethics, and Disclosure. We are committed to ensure the privacy of students’ data used
in this study. This study was approved by the Institutional Review Board (IRB) at the researcher
institution. The interview data and demographic information were collected upon student consent
and later anonymized. We offered extra credits to students participated in our interview study.
These extra credits could be earned in other ways in the standard class structure and the extra
credits students earned through participation in our study was less than 1% of total grade. This work
was in collaboration with the class instructor and proper measures were taken to avoid coercion.
We clarified to the students that their responses during interviews would not be shared with the
instructor and would not have any impact on their grades.

2 RELATEDWORK
In this section, we first discuss existing research that points out the ethical and social challenges of
AI-MC and social matching systems. We then introduce theories on designing technology-mediated
remote social interaction, specifically social-technical gap [1] and social translucence [19], and their
design implications. We end this section by reviewing related work that examine the importance
and necessity of building technology to support online learners’ social interaction process.
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2.1 AI-Mediated Communication and Social Matching Systems
AI-MC is defined as “mediated communication between people in which a computational agent
operates on behalf of a communicator by modifying, augmenting, or generating messages to
accomplish communication or interpersonal goals [26].” Existing work in AI-MC has focused on
AI-augmented text communication such as smart replies [26, 27, 47] and offered valuable insights
into the social and ethical challenges of AI-MC. Several research has found that AI-MC in text
communication can influence interpersonal dynamics such as perceived trustworthiness [32] as
well as users’ perceived agency and responsibility in the communication process [27]. AI-MC could
even undermine the social attraction between two human communicators due to positivity bias [47].
The issue of user agency has been frequently brought up in recent literature [26, 63]. Researchers
share the concern of AI-MC usurping user agency instead of augmenting it [26, 57, 63] due to the
high level of proactivity that current AI-MC systems are designed [57, 63]— sometimes humans are
left out of the decision-making progress completely (e.g., auto-correct). To resolve the issue with
user agency, anthropomorphic AI systems such as social robots and conversational agents have
been suggested to help users gain a sense of agency since the interactions with anthropomorphic
AI systems heavily depend on user responses to take further actions [63]. In a recent review of
AI-MC research, Hancock et al. also point out the social and ethical implications of AI-MC such as
the potential issues of using AI systems to dictate and enforce a certain communication style, as
well as concerns surrounding disclosure and transparency of AI-MC [26].

While AI-MC can be incorporated into a variety of technologies across contexts, we envision
that one possible scenario is to integrate AI-MC into social matching systems due to the inherent
social nature of communications. A social matching system is a particular type of recommender
systems that aims at providing recommendations of people that might be of interest for someone
to connect with [45, 66]. Social matching systems, while prominently used in the online dating
context [75], have also been employed to rediscover old friends on social networks [12, 49], link
job-seekers with potential employees [54] and connect academic researchers to local community
collaborators [74]. Social matching systems thus offer a new way for individuals to build their
social capital [45, 56], satisfy people’s needs to socialize [44, 66], offer opportunities for chance
encounters [43, 45, 53], and potentially reduce human biases during the matching process [54].

Social matching systems have been traditionally evaluated through accuracy and efficiency [67],
however, there have been growing calls for human-in-the-loop evaluation and assessment [54, 66–
68]. Terveen and McDonald urge future research in human-centered social matching systems to
explore the need for transparency in systems’ decision-making process as well as the balance
between match accuracy and user privacy. These concerns are also echoed by other relevant
literature, calling future research to explore explainability and user privacy in social matching
systems from a user-centered perspective [67, 68]. While the basic functionality of social matching
system is often to recommend people with commonalities, researchers have pointed out the potential
ethical consequences of creating echo chambers and polarization in the community by reinforcing
people’s similarity-seeking behaviors [54].

With the advancement of natural language processing and recommendation algorithms, one can
view future social matching systems as one type of AI-MC, communicating on behalf of individuals
by creating or augmenting their profiles to help them achieve social goals. However, we currently
don’t have a clear understanding of users’ perspective on the design and ethical implications of
AI-MC in the form of social matching systems— the intimate nature of social matching could raise
more ethical concerns than that for AI-augmented text communication. The present study thus
seeks to investigate the design and ethical considerations of AI-mediated social interaction.
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2.2 Technology-Mediated Remote Social Interaction: Theories and Design
Decades of CSCW research has produced many prominent theoretical frameworks to guide the
design of technologies in supporting remote interactions, which is at the core of CSCW research.
Among these theoretical frameworks, Ackerman’s social-technical gap [1] and Erickson and Kel-
logg’s social translucence [19] both draw inspirations from in-person interactions to design tech-
nology that can support remote interactions.

Ackerman defines social-technical gap as “the great divide between what we know we must
support socially and what we can support technically [1].” In his seminal work, Ackerman points out
that when technology mediates remote interactions, they are often designed to be rigid, reductionist,
and do not allow sufficient ambiguity compared to in-person interactions [1]. Much research has
since adopted this framework to identify the social-technical gap in a variety of contexts such as
health tracking [14], collaboration among telesurgery teams [16], online collaborative consump-
tion [23], and many more. In his original piece, Ackerman proposes first-order approximations to
bridge the social-technical gap: solutions that partially solve the problems with known trade-offs.
One optimal approximation is to design technical systems in an augmentative manner by offering
advice to users without invoking the social-technical gap [1], which can potentially be accomplished
through the usage of AI agents [40].
While the notion of social-technical gap typically acts as a general guide and call-to-action

for CSCW research to bridge this gap between social and technical requirements, Erickson and
Kellogg go a step further and outline detailed principles on designing towards socially translucent
systems to support natural online interactions [19]. Specifically, Erickson and Kellogg propose that
socially translucent systems should have three characteristics: visibility, awareness, and account-
ability. Visibility refers to system’s ability of making social information more visible; Awareness
refers to people’s ability to know each others’ existence; Accountability refers to system’s ability
to hold people accountable for their behavior by generating and enforcing social rules. Erickson
and Kellogg believe that these three characteristics allow people to observe, imitate, aware, and
interact with others socially in in-person context, and thus building socially translucent system is a
fundamental requirement for people to carry out normal interactions online [19].

Much research has explored the design and implementation of social translucence in technology-
mediated interactions across a variety of contexts. The most common implementations of social
translucence is through building social proxy [19] and collective awareness [36]. Building social
proxy to implement social translucence was first described in the original Erickson and Kellogg
paper, in which they present a design of the “Babble” system that demonstrates user presence
and activities through a simple graphical representation. Social proxy is later integrated into
system architectures used to support Wikipedia knowledge workers [46]. Collective awareness
is also a crucial design factor in socially translucent systems [36, 64]. Prior research has posited
methods to support collective awareness through creating common repository to generate mutual
understanding for members of globally distributed teams [7] and conducting synchronous coding
sessions for learner engagement [9].

However, despite their prominent roles in guiding the design of technology-mediated interactions,
to our knowledge, these two theoretical guidelines have not been empirically examined for guiding
the design of AI systems that can facilitate social interaction among online learners. It remains
unclear of whether and how AI-mediated social interaction could fulfill the requirements of social-
technical gap and social translucence in online learning context. The present work thus seeks to
explore the role of social-technical gap and social translucence in guiding the design of AI-mediated
social interaction among online learners.
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2.3 Social Interaction in Online Learning Environment
Building strong social ties among online learners has long been recognized as a crucial factor to
improve students’ satisfaction [28, 31, 58], reduce dropout rates [59], and stimulate intellectual
exchange by providing a safe atmosphere [4, 58]. However, online learners frequently report feeling
socially isolated [35, 62, 69]. With the increasing demand of online learning in higher education,
much research has offered strategies that could help improve online learners’ social presence and
sense of social belonging in online learning environments [5, 70]. Most of these strategies center
around what the instructors could do (e.g., share personal stories, use humor and emoticons), what
the students could do (e.g., contribute to discussion boards), and how the course design should be
changed (e.g., limit class size, structure collaborative learning activities ) in order to foster social
presence for online learners [5, 29, 34]. Despite the increasing call for research on building and
designing technologies to address this issue in the online learning environment, we have seen very
few technical systems that explicitly focus on helping online learners build social connections.
One of the reasons behind this lack of existing technologies to help online learners build so-

cial connections is the tendency to restrict social interactions to academic tasks that are often
learning-oriented, in which social interaction is often only in service of obtaining desirable learning
outcomes [37]. For example, online learners reported that working on group projects together
helped them get to know other students on a more personal level and discover affinities [62].
However, these relationships are often ephemeral and don’t usually last beyond group projects—
once the common educational goal of completing a group assignment is gone, online learners
often go their separate ways [62]. This pitfall is also reflected in the design of CSCW technologies
intended for online learners, the majority of which aims at facilitating online learners’ cognitive
learning processes, such as tools to facilitate peer discussions [73], encourage help-seeking in
online discussion forums [65], crowd-edit lecture videos [15], and facilitate student teamwork [3].
For the HCI and CSCW communities, research that aims at examining how technologies can

be designed to foster social connections among online learners is only at its nascent stage. A few
initial studies have tried to understand how online learners currently build social connections
through extensive interviews [62] or short surveys [69]. These studies find that online learners form
lightweight social connections through the discovery of shared identity [61, 62, 69], commonalities
among online learners such as location in the same city, in either the self-introduction thread or
throughworking on the same group projects [62, 69]. Class-oriented activities such as group projects
seem to be one of the few opportunities for online learners to interact closely with each other and
identify affinities, with few students building relationships that last beyond the class [62, 69].
We point out the lack of systematic and in-depth investigation into the design of technologies

that could cater to online learners’ existing difficulties in social interactions and help facilitate
their social interaction process. Strong social bonds are often the basis of optimal collaborative
learning processes. For students to willingly exchange ideas and make mistakes, students need to
have a certain level of trust in each other, feel socially belonged in the learning community, and
feel close enough to each other to have that “safety net” for more risk-taking and adventurous
learning attitudes [4, 37]. The present research thus takes a human-centered approach to investigate
students’ perceived difficulties in their existing social interaction process. With this knowledge,
we would be able to design technology, especially AI systems, to facilitate online learners’ social
interaction process that caters to their difficulties and needs.

3 METHOD
To better understand the design of AI-mediated social interaction to facilitate online learners’ social
interaction process from a human-centered perspective, we conducted a deployment and evaluation

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW1, Article 130. Publication date: April 2022.



AI-Mediated Social Interaction 130:7

study in an online for-credit graduate computer science program (Online Master of Science in
Computer Science, “OMSCS” for short) offered by Georgia Institute of Technology. We deployed
an AI agent named SAMI as a probe to understand the design requirements of AI-mediated social
interaction in three online classes of this program. We then conducted semi-structured interviews
with 26 online learners enrolled in the classes that SAMI was deployed in to understand their
experiences and difficulties in connecting with other students in the program as well as their
feedback on SAMI. We describe the context of our study, SAMI’s versions and functionalities, and
the process of our interview study in detail below.

3.1 Study Context
The OMSCS program1 offered through Georgia Institute of Technology currently has thousands
of students enrolled, with around 35% international students coming from 100+ countries all over
the world. The size of each class varies from 200-1000 students per class. The average age of a
student starting at this online program is 32 and the gender ratio of men to women in the program
is roughly 4:1. Many students enrolled in this program are working through their degree part-time
while working full-time jobs. Students’ goal of enrolling in this program usually consists of career
shift and career advancement, thus a lot of the students in the program do not have a computer
science degree (around 70% of the students do not have an undergraduate degree in computer
science) but have some level of programming experience. Students in this program use a variety
of communication tools, but mostly through online class discussion forums and the program’s
informal Slack, organized by students themselves.
At the beginning of each class, the instructor of the three courses in our study will start a self-

introduction thread on the class discussion forum and encourage students to introduce themselves
on the discussion thread. Information students typically include in their self-introduction posts are:
their locations (city, state, country), previous and current jobs, previous and current classes they
have taken or are taking, hobbies, etc.

3.2 SAMI Versions and Functionalities
SAMI is an AI agent designed to run on the class discussion forums, where online learners usually
conduct class-related discussions and post self-introductions at the beginning of the semester.
On the discussion forum, students can post questions and answers freely in an asynchronous
format. Instructors can also make announcements and answer students’ questions on the forum.
The layout of the discussion forum is similar to typical online forums, where all the posts are
organized chronologically on the left side of the screen, with pinned posts and the newest posts at
the top. People with instructor access can appoint students into private groups in the form of a
post thread where students in the group can communicate freely. The private groups and the posts
in each group are only visible to group members. The groups appear on the left side of the screen
along with all the other class discussion threads. For the purpose of this study, SAMI was granted
instructor access to put students into different private social groups.
As with typical systems in AI-mediated social interaction, SAMI is equipped with Natural

Language Processing techniques, specifically Named Entity Recognition (NER), to identify and
extract different entities such as locations and hobbies from students’ posts on the discussion forum.

While we only deployed one version of SAMI (SAMI 2) in our study, we presented three different
versions of SAMI to participants in our interviews to better prompt for students’ preferences
of AI systems that can mediate their social interaction process. Specifically, we presented the
previous version of SAMI (SAMI 1), the current version of SAMI (SAMI 2), and a future version

1For more details about the OMSCS program see: https://omscs.gatech.edu
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Version Functionalities Example Interaction

SAMI 1
(Past)

Reads and processes students’
self-introduction posts on the self-
introduction thread organized
by the instructor. Students can
opt-in by including #ConnectMe in
their self-introduction posts.

Posts and updates a separate
thread that provides a summary
of class demographics by time-
zone, hobby, etc. For example, “23%
of the class is in CST timezone...”.

Generates individual replies.

Student: “Hi everyone! I’m Sarah. I live in Chicago. I am taking
Computer Networks this semester. I enjoy traveling and hiking.”
#ConnectMe.

SAMI 1: “Hi Sarah. Welcome to the class! #ConnectMe You
may find it helpful to connect with some other students in this course.
These students are also taking Computer Networks this semester:

• Anthony N. - link to Anthony’s self-introduction
• Susan L. - link to Susan’s self-introduction

These students are also interested in hiking:
• Mary I. - link to Mary’s self-introduction
• Tom S. - link to Tom’s self-introduction”

SAMI 2
(Current)

Reads and processes students’
introduction posts posted on the
dedicated “Introduce Yourself to
SAMI” thread.

Generates individual replies.

Invites students to private
groups created for students with
commonalities.

Posts ice-breakers in the group to
help students start conversations,
as shown in Fig. 1.

Student: “Hi everyone! I’m Sarah. I live in Chicago. I am taking
Computer Networks this semester. I enjoy traveling and hiking.”

SAMI 2: “Hi Sarah. Nice to meet you! Fun fact: This semester,
I’ve already met 7 other students interested in traveling, 12 other
students taking computer networks. Are you interested in connecting
with any of your fellow classmates?

• We have identified potential connections relating to your re-
gion, city, timezone, and hobby.

• Decide whether you like to connect with peers by replying with
some, all, or none of the bolded terms above. ”

Student: “city, hobby, timezone”

SAMI 2: “Based on your reply, I have connected you with the
following groups: Chicago, timezone-CST, hiking, traveling. When you
get a chance, pop into the ‘Welcome’ threads to say hi!”

SAMI 3
(Future)

Reads and processes everything
students posted on the class
discussion forum.

Generates individual replies
to any posts student posted that
indicated their interest on certain
topic and SAMI 3 was able to find
students with shared interest.

Student: “I just found this article on robotics that looks very interesting.
Thought I’d share with all of you. ”

SAMI 3: “Hello! I noticed that you are interested in robotics.
Would you like me to connect you with other students who are also
interested in robotics?”

Student: “Sure! That sounds great!”

SAMI 3: “Awesome! I just added you to the robotics group.
You can access the group via this link.”

Table 1. The functionalities and example student-SAMI interactions of the three different versions of SAMI
we presented to participants during our interviews. Note that SAMI 2 is the current version of SAMI that
students interacted with prior to their interviews.

we envisioned (SAMI 3). Table 1 described the functionalities and example interactions of the
three versions of SAMI. While all versions of SAMI can extract useful information through the
textual data on the class discussion forum to perform matches between students, there are some
notable differences that we want to highlight here. SAMI 1 only provides a list of students with
commonalities to each individual student while SAMI 2 and SAMI 3 directly put students into
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groups. SAMI 2 also posts ice-breakers in the group to help students start the conversations. SAMI
1 posts and updates a running thread that summarizes class demographics while SAMI 2 only
provides a short summary that is related to individual student’s profile. SAMI 1 and SAMI 2 are
restricted to collecting information from students’ self-introduction posts while SAMI 3 can collect
and infer information from all the posts online students share on the class discussion forum.

In our study, SAMI 2 was deployed in three online classes. After students interacted with SAMI
2 for at least six weeks, we conducted semi-structured interviews when we presented the three
versions of SAMI to participants to collect their feedback and understand its design implications.

Fig. 1. An example of the groups SAMI 2 created to help connect online students. Note that this screenshot
reflects the view from SAMI’s account. Students can only see the groups that they are a part of. SAMI 2 also
posts ice-breaker questions in the group, as shown in the figure, to help online students start the conversation.

3.3 Semi-structured Interviews with Online Students
To understand online students’ difficulties in building social connections with others and un-
derstand the design space for AI-mediated social interaction, we conducted 26 semi-structured
interviews with online students enrolled in the three online classes where SAMI 2 was deployed. A
detailed breakdown of the interview participants’ information is shown in Table 2. Participants
were recruited through purposeful sampling [55]. We first identified students who indicated their
willingness to participate in the interview study through recruitment questions inserted in the
standard class survey at the beginning of the semester. During the initial stage of recruitment, we
randomly picked a batch of potential participants and sent them email invitations to participate
in our study. As we interviewed more students, we then purposefully invited students of certain
gender or seniority in the program to ensure we obtain perspectives of a diverse set of students.
The interviews focused on understanding online learners’ difficulties in building social con-

nections with other online students in the program 2. We also discussed students’ experiences
with SAMI 2 to gain design implications on building AI systems that can help facilitate online
learners’ social interaction process. During each interview, we started out by understanding online
learners’ experiences in the online program, which included their goals in enrolling in the online
program, their general experiences in the program, and their study routine. Next we asked about
online learners’ current experience in building connections with other students, specifically what
kind of interactions they have had, their preferred types of interactions, and the difficulties they
2The full interview protocol can be found here: https://bit.ly/3nnLFye
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have encountered in building online social connections. Finally, we asked about online learners’
experiences with SAMI and their feedback on the AI agent. To help participants better articulate
their preferences, we presented three versions of SAMI (listed in Table 1) and asked about their
likes, dislikes, and potential concerns for each version of SAMI.
All the interviews took place virtually after SAMI was active on the discussion forum for at

least six weeks. The interviews lasted from 47 minutes to 95 minutes, with an average length of 64
minutes. All the interviews were audio-recorded and later transcribed.
Three researchers analyzed the interview transcripts through open-coding [11]. We conducted

three iterations of coding and collaboratively distilled themes emerged throughout the coding
process. The first iteration of coding was conducted by the three researchers in a line-by-line
fashion and resulted in 74 low-level codes. The codes in first iteration stayed close to the meaning of
each sentence, for instance, “don’t want to be the first one to reach out” and "timezone differences".
During the second iteration, through continuous discussions, we ended up with 20 codes such as
“lack of visibility” and ”desire SAMI to be more human-like”. In the final iteration of coding, we
ended up with 10 categories that highlight online learners’ current and desired types of interactions,
challenges encountered when building connections with others, and design implications for building
conversational agent to mediate their connection process. Throughout the entire coding process,
the three researchers met and discussed the codes on a regular basis and resolved conflicts that
arose in each iteration of the data analysis process.

ID Gender Age Country
# of Classes
Completed

P1 M 18 to 24 United States 0
P2 F 25 to 34 United States 2
P3 M 45 to 54 India 7
P4 M 35 to 44 Uzbekistan 7
P5 F 25 to 34 India 0
P6 M 25 to 34 United States 3
P7 M 25 to 34 United States 7
P8 M 35 to 44 United States 1
P9 M 25 to 34 South Africa 0
P10 M 25 to 34 United States 0
P11 M 25 to 34 United States 0
P12 M 25 to 34 China 4
P13 M 25 to 34 United States 3

ID Gender Age Country
# of Classes
Completed

P14 M 25 to 34 United States 6
P15 F 18 to 24 United States 5
P16 M 25 to 34 United States 7
P17 F 18 to 24 United States 3
P18 M 25 to 34 Canada 3
P19 F 35 to 44 China 2
P20 F 35 to 44 Cuba 3
P21 F 25 to 34 China 1
P22 M 35 to 44 Iraq 3
P23 F 25 to 34 Canada 4
P24 F 18 to 24 Lithuania 5
P25 F 25 to 34 India 2
P26 M 35 to 44 Argentina 7

Table 2. Interview participant information. “M“ stands for “Male”, “F” stands for “Female”. “Country” column
indicates the countries that participants were born in. The “# of Classes Completed” column indicates
student’s seniority in the program. Online students in the program usually take 1 or 2 classes per semester.

4 FINDINGS
Through our analysis, we found that deep social connections were rare yet highly desired among
online learners. However, there were a number of difficulties that online students encountered when
trying to establish social connections with each other. We present these difficulties through the
lenses of social translucence and social-technical gap. Our interviews also revealed that SAMI was
able to augment social translucence to some level yet not able to fully bridge the social-technical
gap in online social interactions. We also identified a set of challenges and concerns that students
had about SAMI in AI-mediated social interaction. We discuss our findings in detail below.
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4.1 Perceived Difficulties in Remote Social Interactions Among Online Learners
Our interviews revealed that online learners had little social interactions with each other, especially
private social interactions. About half of the participants reported having only interacted with other
students academically (P3, P5-14, P18, P21, P23), through either working on group projects together
or discussions on public discussion forum threads. The other half of the participants managed to
keep in touch with one or two other students in the program and checked in with each other on
a less than frequent basis (usually monthly). These private connections were usually established
through the discovery of shared identities or experiences during previous group projects (P1, P16,
P17, P19, P22, P26), meetup events organized by the program or students themselves (P4, P15, P24),
class communication channels (P20, P25, P26), or common experiences (e.g., working at the same
company, attended the same undergraduate institute) outside of the program (P1, P2, P15).
While not all private connections developed into deep friendships, establishing close inter-

personal relationships like friendships was highly desired by majority of the participants in our
interviews (P1, P2 P5-7, P9, P10, P12, P14-P18, P20-26) to reduce the feelings of social isolation
and to offer emotional support and social support. Yet only eight participants reported building
friendships through the program (P2, P4, P16, P19-P21, P24, P25). Through our interviews, we
further investigated the difficulties online learners encountered while attempting to build social
connections with each other. We found that these perceived difficulties were largely due to the
lack of social translucence offered by the online learning platforms— the reduced visibility of social
information, the diminished awareness of potential social companion, and the decreased account-
ability in social behaviors. Another set of difficulties stemmed from the existing social-technical gap
in online social interactions— the lack of randomness and spontaneity that is inherent in in-person
social interactions but difficult to replicate in online learning environments. We describe these
difficulties through the lens of social translucence and social-technical gap below.

4.1.1 Reduced Visibility of Social Information. Reaching out and building connectionswith strangers
can be an intimidating process. During in-person interactions, we are able to gain social cues from
other people’s behaviors, gestures, or facial expressions, however, all of these social cues become
invisible in an online environment [19]. This is exactly what happened to online learners when
they tried to establish social connections with others.

We found that the reduced visibility of social information, such as others’ willingness to connect,
often left students hesitant in reaching out or maintaining the connections with others. Many
participants mentioned that not knowing whether other students were willing to talk or build
connections with them made it difficult to initiate conversations with others (P1-P6, P12-P14, P17,
P19, P20, P22, P23). P23 said, “When I go introduce myself on the introduction thread on the forum, I
can also see other people’s introductions. But then it’s also a little bit vague on the signal on whether
they really want to connect with someone.” While online learners were able to meet others through
class group projects or the discussion forum, students said they were not sure whether others
wanted to maintain the connection with them. P14 mentioned that he really bonded with some
of the students in his previous group projects, yet when asked about maintaining the connection
after the group project was over, he said “When I thought about reaching out to some of the folks I’ve
worked with before, my first thought was like ‘Oh no, you’d be imposing’, ‘That was just a group they
wouldn’t want you reaching out...’ That’s just my first reaction whenever I thought about it.”
Communicating with other students on public channels such as Slack and the class discussion

forum was one of the main methods to get to know other students and to make students themselves
known to others in the program. Yet for some students who described their own personalities as
more reserved (P1, P3, P5, P7, P11, P13-P15, P17, P19, P20, P22, P23, P25), the reduced visibility of
how their messages could be perceived by others added pressure when they wanted to reach out to
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other students. This pressure sometimes even prevented them from posting messages on public
communication channels. P23 said “I know some study groups exist but then I don’t really have a
desire to join them to some extent. I think it might be because I’m doing it online. Sometimes you feel
intimidated to join a big group and then posting your view on certain things since you don’t know
anyone in the group.” For female students who were minorities in the program, the pressure was
even higher when posting on public channels. P15 said “Being a minority in this program, sometimes
it makes me feel even more nervous about posting anything because I don’t want to represent females
badly. I don’t want to post something bad or stupid on the class discussion forum and other people
would be like ‘Oh that’s one of the very few women in this program. The woman in this program must
be dumb.’ I don’t want to be a bad representative. I don’t necessarily feel intimidated to ask questions
or to talk to people because I’m a female student, but it can make it harder to relate to people.”

4.1.2 Diminished Awareness of Potential Social Companion. One of the main goals and advantages
of online learning is to help education scale up by giving more students the opportunities to
learn [38]. The downside of this is that online classes usually have hundreds or even thousands of
students per class. This has resulted in online students’ diminished awareness of other students’
existence in the program when building social connections. In our study, participants talked about
how the diminished awareness of potential social companions posed challenges in their social
connection process, specifically, the difficulty of identifying potential social companions and the
lack of personal touch in the online learning environment.

The overwhelming number of students and activities within each class made it extremely difficult
for online students to identify others that they could potentially build social connections with (P2,
P3, P6-P9, P11, P12, P14-P16, P19-P21, P23-P26). P14 said, “The Slack group and the class discussion
forum can get overwhelming depending on what’s going on with all the posts. Looking for specific
students to connect with is like trying to find that needle in a haystack.” P21 also said, “There are
many many posts in the public forum. I may never find the person or the group I’m interested in if I
search it manually. ”
With hundreds of students communicating via the class discussion forum and Slack group,

these main communication channels could quickly become walls of text, which made all the
interactions there seem impersonal. The lack of awareness of human characteristics in a majority
of the communications provide a weak foundation and decreased motivation for students to build
social connections. When asked about the students’ self-introduction thread for each class, P2 said
“The introductions students gave were really nice. But those discussion threads get so overwhelmed and
the content of the introductions are people’s names, how many classes they have taken, current classes
they are taking, where do they work. So it just becomes a wall of text repeating ‘Oh I live in New York’,
‘I live in San Diego’. That’s not super valuable to build a strong relationship. It is just nice to see the
reminder that ‘Right, there are people here’.” P15 also pointed out the missing personal aspects that
were inherent in in-person interactions “The program is huge and it’s so hard to differentiate people
unless you meet them in-person. That’s part of the reason why I like meeting people in-person. There’s
not as much of space to talk to people about things other than classes. Even though we all relate to
each other since we are in the same class, but it’s harder to get to the actual personal aspects where
you relate to each other.”

4.1.3 Decreased Accountability in Social Behaviors. Erickson and Kellogg point out that while
awareness and accountability often co-occur in physical world, they are not usually coupled in the
online spaces. Accountability is often fostered through the creation of social norms in the online
environment that hold people accountable for their social behaviors [19]. In our study, we found
that both the existence and the lack of social rules could prohibit online learners’ social interaction
processes in online learning environments.
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Some implicit social rules could restrict or deter students’ social behaviors in online spaces. In
our study, we found that online learners designated different purposes for the communication
platform that they commonly used— the class discussion forum was for academic discussions
and the Slack group was for casual interactions (P1, P3, P4, P8, P10, P11, P18-P22). While the
intention of the class discussion forum was to replicate the physical classroom where students
could have interactions and discussions about and beyond academics that could facilitate student
learning as well as building social connections, the implicit social rules of only using the online
class discussion forum for academic discussions seemed to restrict students’ social interactions
with each other on the forum— students felt accountable to only have academic discussions on the
forum instead of casual conversations. Considering most of students’ interactions tend to happen
on the discussion forum, this social rule significantly limited online learners’ opportunities for
building social connections. For example, P19 said, “I prefer Slack if it’s just casual conversation. I
don’t feel casual conversations are okay on the class discussion forum. The forum is for more serious
conversation for the class. So I’m not going to post any unrelated things on the forum.” Other students
also felt like the class discussion forum was monitored due to the presence of the teaching staff.
P22 said, “The thing about the class discussion forum is that it’s not friendly. You don’t feel open to
post on the forum or maybe that’s me. At least I feel like the discussion forum is official and monitored.
If I said something wrong on the forum people would judge me for it. ”
While working in group projects with other online learners provided some social pressure for

students to interact with each other in small groups, the pressure was gone once the project was
finished. Even though the same thing could also happen in in-person classrooms, online students
didn’t usually run into each other again after the class was over. The lack of repetitive encounter
with each other in the online program thus reduced students’ feeling of accountability to talk with
each other again (P1, P3, P6-P8, P11-P15, P19, P21-P23). P8 said, “Last semester we had a group project
with five students. We had our own Slack channel to communicate and at the end of the semester we
were all very friendly. It would be nice to work with them in the future but there’s no more intersection
of us. Even if we ended up in the same class, there is no way for me to know that because I can’t look
through everyone’s name in my class. I think most likely we are not ever going to be in the same class
again so there is no place for us to interact again. ”

4.1.4 The Social-Technical Gap in Remote Social Interactions. Besides the diminished visibility,
awareness, and accountability in building social connections in online learning environments,
another set of difficulties that online learners faced was the lack of spontaneity and randomness in
online environments. While social interactions are inherently spontaneous and random in in-person
interactions, participants reported that in online environments, they had to intentionally make
efforts to compensate for this social-technical gap [1] in remote social interactions.

Many participants (P1, P3, P5-P7, P9, P10, P13, P14-P16, P21, P26) reported that online interactions
were not as spontaneous and organic as in-person interactions. P15 pointed out the importance of
having “in-between” moments during interactions, which proved to be difficult to achieve in online
environments: “Sometimes when you meet people, you have those in-between moments, where you are
not necessarily actively working on the project, but you are still thinking about the project. I really
valued those moments. So I really wanted to be able to meet up with my teammates in person and have
that joy in getting to know someone and then have those in-between moments.” Other participants
also pointed out that during in-person interactions, work conversations often organically led to
more social activities. P6 said, “My current interactions with other online students are more academic
or professional. It wasn’t like my friends in undergrad. I think that’s one of the other things that’s odd
about the social interactions with online program. In undergrad I can make friends, go have dinner, we
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can go out and get a drink or whatever. That kind of very natural social interaction can happen, which
I don’t see the analogy online.”
On top of the lack of spontaneity in online social interaction process, several participants (P1,

P5, P8, P10) talked about the random encounters that on-campus students could have that offered
starting points for them to build social connections. However, these random encounters were
almost completely missing from the online program. P8 described different scenarios where random
encounters could happen in in-person campus, “Let’s say you are on an actual college campus and
you go to the library to study. You might end up being in a situation where you can talk to someone
who is in the same university but in a different class or major... Or the university has some open lawn
that sits between the lecture halls and the food court. So people would walk through there everyday
and that’s a place where you can run into someone. So to translate that into online program, I think
it’s hard to generate a place that students have to go to.”
The lack of spontaneity and randomness of online social interactions forced students to spend

extra effort and time to build those social connections (P1, P3-P9, P11-P15, P17, P20, P23, P26). P5
said, “So when I was in college, I never went out to form connections like ‘Oh let me form five new
connections’. It just organically happened in the process of studying.” Many students also had to
go out of their way to form those connections, such as driving for 40 minutes to meet up with
other online students in the same city, emailing every student in the class to build connections, or
manually looking up students with commonalities among thousands of discussion forum posts.

The general consensus among participants was that in online learning programs, the social and
learning aspects were often separated compared to the traditional in-person educational programs.
Instead of forming social connections organically during the process of taking classes or walking
around campus that were inherently built into the on-campus educational experience, online
learners had to establish social connections in a more intentional way.

4.2 Augmenting Social Translucence in Online Learning through SAMI
Based on students’ experiences in interacting with SAMI, we asked for participants’ feedback
on SAMI. Through our evaluation of SAMI, we found that SAMI was able to augment social
translucence in online learning environment mainly by improving the visibility of social signals
and increasing students’ feeling of accountability in remote social interactions. While SAMI raised
students’ awareness of potential social companions to some degree, participants pointed out several
ways on how SAMI could further improve their awareness throughout the process.

4.2.1 Enhanced Visibility of Social Signals. We found that SAMI made social signals more visible
among online learners, especially in reference to highlighting students’ willingness to build social
connections (P1, P3, P5, P23). Specifically, participants highlighted the feature in SAMI 1 and SAMI
2 that made it easier for them to infer students’ willingness to connect. For SAMI 1, the #ConnectMe
tag was intended to allow students to opt-in for SAMI 1 to connect them with other students in
the class introduction threads. However, online students interpreted this as a signal of whether
students were willing to build social connections. P23 commented on the #ConnectMe function
in SAMI 1, “I like SAMI 1 a lot, especially the #ConnectMe. This is sending the student a signal that
there’s people who are interested in chatting with other students. So I think this is very helpful.”

Students were also able to infer students’ willingness to connect from SAMI 2. For example, P1
said, “People who introduced themselves to SAMI 2 are more likely to want to connect to other people.
So it’s a group of people that are likely to be more willing to talk to other people.” P23 also said, “There
are Slack groups that can form similar groups that SAMI 2 did for us so forming a group is not a
problem here I feel. Knowing who is available to form a group or engaging people who are interested to
do certain things is a challenge. SAMI 2 made this process automatic so this is great.”
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4.2.2 Improved Awareness of Potential Social Companions. In online classes with hundreds of
students per class, SAMI also raised awareness of potential social companions for online learners
by highlighting students’ shared identities (P1-P5, P7, P9-P19, P22, P23, P26). P21 commented on
the feature of connecting students based on similarities in all three versions of SAMI, “SAMI’s useful
because manually, I may never find the person or never find the group I’m interested in. But SAMI can
find some related groups or students I might want to connect with for me. ” Participants also said even
without SAMI’s feature of directly connecting students together, the class demographic summary
statistics posted by SAMI 1 was also useful in offering the lost personal aspect to online learning,
“I really appreciate SAMI 1’s class demographics summary. I think it’s interesting to see how many
people are from different places and in different classes. It’s cool to see just how broad the classes are
and where everyone is from.”

Some students also suggested that the next generation of SAMI should connect students together
based on more specific commonalities, instead of the current broad shared identities (P2-P4, P9,
P11, P15, P17, P23, P26). For example, P2 commented on SAMI connected her with other students
in the San Francisco area, “That’s great but it’s not something you can make a strong connection with.
Bay Area is huge so even if there is someone else in the Bay Area, they could live literally two hours
away from me. So you really have to narrow in the location.” P4 also suggested SAMI to connect
students based on multiple shared identities instead of only one, “Let’s say I want to meet people
who are also interested in hiking, I wouldn’t want to connect with people who are located outside of
my city. Because sure we could probably connect on the forum and share some past experiences, but
that would probably be it. Hiking is not something you discuss online, it is something you do outside of
online environment.”

While SAMI gave students awareness of potential social connections, many students pointed out
the necessity of continuing to support that awareness throughout the entire process (P3, P6, P7, P12,
P16, P17, P20, P22, P24). Participants expressed their preference to know more about the students
recommended in SAMI’s reply, instead of just how many students share similar commonalities. For
example, P17 commented on SAMI 1, “I like how SAMI 1 is sort of pointing out, like here’s the list of
people you might want to connect with. I like how it links to the students’ posts in the introduction
threads. I think that’s useful for quickly seeing ‘Oh this is what this person said about themselves’.”.
SAMI 2 did not provide information about each student in each SAMI group, which diminished
students’ awareness of others in the group. P22 suggested, “Maybe if there is a student join the group,
SAMI will say ‘hey everyone, we have a new member just joined the group. This is John Doe. Please
say hi to him. John Doe please introduce yourself.”’

4.2.3 Greater Accountability in Social Interactions. SAMI also provided some level of accountability
by offering some structure to the social interaction process (P1, P3, P5, P6, P14, P15, P16, P19, P21,
P22, P24). By putting students directly in groups, SAMI provided the push for students to start
interacting with each other and helped alleviate students’ mental barriers on having to reach out
to other people. For example, P3 compared SAMI 1 and SAMI 2, “I think SAMI 2 is a better approach
because it actually places you in the group as opposed to SAMI 1. I would probably not going to initiate
any communication with the list of people SAMI 1 recommended to me because you typically don’t
initiate communication with somebody directly for no purpose right? So SAMI 2 creates that sense
that you are already in a group and that you can share something more at ease.” P15 also said, “I like
SAMI 1’s reply, but I do think it puts a lot of pressure on the students to have to reach out. I feel like it
gives you a lot of information but it might not be the push that people need in order to reach out to
others. Whereas with SAMI 2, because it makes the group so it at least starts to move in the direction of
eliminating barriers that people would have to reach out to other people.”
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After putting students in individual groups, SAMI 2 also posted ice-breaker questions that were
relevant to the group topic for everyone to start the conversations. P24 believed this provided some
kind of accountability for people to start talking since the questions were straightforward, “I think
if SAMI 2 did not post anything, it would be like, what are we supposed to do here? But having the
questions that specifically relate to the topic to the group, like Seattle group ‘what would you do in
Seattle?’ is great. Because you obviously all have that shared interest. So being able to talk about it in
a structured way is very smart. ”

4.3 Challenges and Concerns about SAMI in Mediating Social Interaction
While SAMI efficiently augmented social translucence during online learners’ social interaction
process, we also identified several challenges and concerns that students’ expressed about SAMI
in terms of AI-mediated social interactions. Based on our interviews with the online learners, we
found that SAMI was not able to fully bridge the social-technical gap in online social interactions
and even exacerbated the gap due to its lack of human-like characteristics and unnatural behaviors.
Students also pointed out that SAMI did not offer enough transparency into its working mechanism
and decision-making process. When asked about concerns about the potential continuous usage
of SAMI in online learning environment, students pointed out that privacy was not a perceived
concern, however, there were concerns about SAMI 3 potentially excluding certain students out of
the social connection process as well as students losing their agency in building social connections.

4.3.1 Social-Technical Gap Remains: Lack of Human-likeness and Naturalness. One of the difficulties
that online learners experienced during social interactions was the lack of spontaneity and random-
ness compared to in-person interactions. This existing social-technical gap forced online students to
intentionally spend more effort, time, and energy to build social connections with each other. SAMI
helped reduce this gap slightly by automating the social interaction process and thereby reduced
some efforts that students spent in building social connections (P1, P4-P7, P10, P11, P14, P17, P21,
P26). P17 believed that by providing social recommendations, SAMI played the similar role to that
of a mutual friend. P14 also said that since SAMI recommended social matches automatically, he
didn’t have the need to intentionally put himself out there to build social connections.

However, throughout our interviews with online students, we noticed that SAMI also contributed
to the social-technical gap in online social interactions due to its lack of human-likeness and
naturalness (P2, P4, P5-P7, P15, P18, P21-P24). While many technologies are often designed to be
artificial, rigid, and reductionist, when introducing an AI agent to operate in human communities
to build social connections among community members, the agent was expected to act more
human-like and natural. In our interviews, online learners believed that SAMI did not act natural
enough. For example, P2 said “I think SAMI 2 needs to feel more human-like and not as robotic to
make people more comfortable interacting with it. SAMI 2’s response just seems so numerical with
those statistics and normal human don’t really talk like that.” P7 also said, “It would be good if it
seems like it’s actually interacting with me instead of an automated response. Even though it’s an AI I
don’t want to feel like it is. If SAMI 2 acts more like a human, it would seem like a person responding
to me who knows the people that are recommended. So I want it to seem like it is a person.” When
asked about why they wanted SAMI to be more natural, P4 said that when SAMI acted unnaturally,
it would “break” the natural atmosphere of online forum environment and therefore broadened the
social-technical gap in online environment:

“So with the class discussion forum is that, when you have a conversation with someone, it
sometimes feels like you’re in the same room talking to people. Like when answers to the
posts come in real time and you have this sort of atmosphere of speaking in a group. Like
you are sitting in the room and talking to people and you could see if others are trying to
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answer your question. Maybe they do some research on the side and then they post their
responses or maybe they know it right off the top of their head. So sometimes it feels like a
real time conversation. So any sort of artificial-looking posts would interrupt this flow.
Like if you imagine a group of students in a study group sitting at the same table studying
and then there’s like some TA announcer speaking some robotic automated message every
once in a while, it would interrupt this flow, right? So, this sort of a robotic type of response
kind of interrupts this flow on the discussion forum.” (P4)

4.3.2 Insufficient Transparency in SAMI’sWorkingMechanism. On top of SAMI’S lack of naturalness,
students also reported that SAMI was not transparent enough about its decision-making process
and working mechanism (P3, P5-P10, P13, P14, P16-P18, P21, P23-P25). We found that students
wanted to learn more about SAMI’s capability for them to better communicate with SAMI using
similar vocabularies. For example, when asked about what he wished he had known before using
SAMI 2, P7 said, “I wish I had known that there was a possibility of not getting matched due to my
word choices. If I were told to use these key words or some word bank to have better matching results,
that would be helpful. Like if I knew to use ‘travel’ instead of ‘traveling’.” Other students took guesses
as to why SAMI 2 didn’t work as they expected, such as not putting them into certain groups when
it was clearly mentioned. P3 put “travel” among several other hobbies but was only assigned to
“travel” group, he said, “I’m just trying to see why I got put in ‘travel’ but not other hobby groups.
That’s why I figured maybe SAMI 2 only picked out the first hobby and place people in those groups.”
P16 also had similar doubts, “I guess I am curious as to whether I didn’t get assigned to ‘Virginia’
group. Maybe because I said ‘Nothern Virginia’, so it got stuck in ‘Nothern Virginia’ and it thought it
was different from ‘Virginia’. I guess if SAMI 2 told me what it is thinking that would be great. Because
SAMI 2 also didn’t pick up on the courses I listed, which might be because I abbreviated the course
names.” To improve transparency, P24 suggested, “I would have appreciated if SAMI 2 had another
response after my reply, saying something like ‘Sure I will look for other people who are also in Los
Angeles.’ or ‘I will let you know if I find someone else that played Ultimate Frisbee.’ Just something
that tells me ‘I’ve stored this information and I’m looking for that connection.”’

4.3.3 Concerns about Excluding Some Students Out. While all participants were generally very
positive about SAMI, some students brought up concerns that they had about the continuing use
of SAMI in online learning contexts. Since SAMI only operated on one of the many platforms
online learners used to engage with each other, there were concerns about SAMI inadvertently
excluding some students out of the AI-mediated social interaction process among online students
(P11, P12, P15, P19, P23, P26). SAMI 1 and SAMI 2 currently only took information from one specific
introduction thread on the class discussion forum and SAMI 3 would also be restricted to the class
discussion forum. This design thus naturally left out students who were not active on the class
discussion forum and students who did not post their self-introductions. P15 commented on this
concern regarding SAMI 3, “I do think it’s kind of hard to have something based off of people posting
about themselves on the forum. I think the forum can be sort of self-selecting for students who are most
willing to put themselves out there on the forum type of people.”

4.3.4 Concerns about Losing Agency in Building Social Connections Online. While students ap-
preciated SAMI automating some of the most difficult processes in building social connections
with other online learners, students also raised concerns about losing agency in making social
connections online (P7, P9, P10, P11, P14, P15, P20-P22). SAMI 2’s feature of putting students
directly into groups was popular among the interview participants for creating accountability to
interact with each other as well as alleviating the mental barrier of reaching out to other students.
However, this feature, while created adequate amount of social pressure for students to initiate
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interactions, was also commented by the participants that it took away their agency in choosing
which groups they could join. For example, P9 said, “I would actually prefer to participate in a class
community just so that I can hang around the edges of it first before committing. Because there are
some things that I’m interested in doing but I haven’t done it yet. ” This concern came up more after
we described our vision for SAMI 3 that could more naturally and automatically connect students
together based on everything they posted on the discussion forum. After hearing our vision for
SAMI 3, P14 said, “It would be great if students could opt-in to particular topics. Maybe SAMI 3 could
provide its observation first then let student decide. Just some kind of mediating steps that let you sign
off, like ‘Oh no I would prefer not to have other people know that I’m interested in this.”’ P10 also
brought up the point of whether to trust SAMI 3 on the connections recommended, “So if we were
to compare this to real life, generally, when you meet someone new, you have a bit of a gatekeeper
in your friend who introduces you guys. So you have a mutual person whom you both trust. So then
because you trust that person, then you trust that the person they introduce you to is going to be not a
murderer or something like that. So, yeah, SAMI 3 may not give you that.”

4.3.5 Privacy was Not a Perceived Concern. However, even though privacy is often a concern for AI
systems that leverage public data [20], many participants did not have privacy concerns regarding
SAMI (P3, P5, P6, P10, P12, P14, P16, 17, P19-22, P24). Some participants believed that the intention
of posting on public forum was for others to see it. For example, P12 said, “If they already posted
their self-introductions that means he/she wants that information to be public. If I don’t want others
to know where I work, I won’t put that information there.” In fact, some students indicated their
willingness to post more frequently on the discussion forum if SAMI could offer more accurate
matches. After hearing about our vision for SAMI 3, P14 said, “I think that’s a really brilliant idea! I
think I’d be more inclined to post too, because I don’t need to worry that my posts would be falling on
deaf ears. I am more willing to put myself out there more since I will be giving SAMI 3 a chance to find
more things and possibly make more connections in the program.”

5 DISCUSSION
Our findings offer insights into the challenges and opportunities of AI-mediated social interaction
in an online learning context. Specifically, we pinpoint online learners’ perceived difficulties in
building social interactions due to the lack of social translucence and the existence of the social-
technical gap in their current online learning environment. Our findings reveal the potential
and challenges of using AI-mediated social interaction to help facilitate online learners’ social
interaction process.
Based on these findings, we outline the design space of AI-mediated social interaction in this

section. We first discuss how AI-mediated social interaction could be designed to cater to online
learners’ difficulties in remote social interaction. We then discuss the ethical and social challenges
of AI-mediated social interaction in the online learning context, emphasizing how these challenges
constitute a design tension when designing AI-mediated social interaction. Taking into consid-
eration the difficulties in building remote social connections and the potential ethical and social
challenges of AI-mediated social interaction, we propose and discuss two design opportunities
of AI-mediated social interaction: designing towards the human-AI collaborative social matching
process and designing towards artificial serendipity.

5.1 Designing AI-Mediated Social Interaction for Online Learners
Through our in-depth investigation of online learners’ social interaction process, we identified
online learners’ pressing needs to build close friendships with other students, yet these needs were
largely unfulfilled. Our findings echo prior work in that academic-related interactions are the main
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sources for students to build connections with each other [62, 69]. While the discovery of shared
identities or common experiences could help foster closer connections and may occasionally lead to
long-term relationships [61, 62, 69], close friendships are uncommon among online learners [61, 62]
yet highly desired by students seeking emotional support. Many online learners stepped out of their
comfort zones to pursue an online degree that is very different from their academic background
often with the goal of career shift or career advancement, which makes the online education
process even more difficult for them. Therefore, social and emotional support become crucial to
help online learners persist through the online program. One example of this is P25, who did not
have any programming experience prior to the online CS program, teared up when talking about
her experience struggling with the course materials at the beginning. She admitted that without
her friend in the program to offer her emotional support she would have dropped out a long time
ago. Our work motivates future research to explore how technologies could be designed to directly
help online students offer emotional and social support to each other.

We also identified two sets of difficulties that online students encountered during remote social
interactions: the lack of social translucence [19] and the existence of the social-technical gap [1]
in current online learning platforms. Specifically, current online learning platforms do not offer
enough visibility of social information (e.g., others’ willingness to connect), provide limited support
of students’ awareness of potential social connections due to the large number of students, and do
not facilitate sufficient accountability that is often necessary to create social pressure for students
to connect during in-person interactions. Designing online learning platforms to be more socially
translucent could mitigate a large set of difficulties that online students tend to experience during
remote social interactions. Some design strategies to achieve socially translucent online learning
platforms could be adding icons on students’ avatars to indicate their willingness to connect with
others, thus improving visibility of social cues [64]; highlighting students’ shared identities through
social matching features to offer awareness of potential social companions; and providing dedicated
socializing sections or instant video chatting features on the discussion forums [35] to improve
students’ accountability in building social connections.
The second set of difficulties online learners experienced stemmed from the existence of the

social-technical gap [1] in the online learning environment, which created a separation between
social interactions and education activities in online learning. In in-person educational programs,
students often build social interactions or long-term friendships spontaneously through random
encounters that happen in between learning activities (e.g., repeatedly taking the same classes,
randomly running into each other in the dining hall, spontaneously grabbing coffee together after
group project meetings), this kind of randomness and spontaneity is difficult to replicate in the
online learning environment— in online environments, all virtual meetings are intentional and
every message has a specific purpose. Without randomness and spontaneity embedded into their
online education experience, online learners are forced to spend extra effort and time (e.g., driving
for an hour to meet others in person or emailing everyone in the class to connect) to intentionally
form social connections. This speaks to the lack of nuance, flexibility, and ambiguity in building
social interactions on online learning platforms. Our work thus points out the direction for future
research to explore how to integrate more social activities into online learners’ learning activities
to artificially create more random and spontaneous encounters in online learning environments.

5.2 The Design Tension in AI-Mediated Social Interaction
Asmore andmore education programs andworkplaces advocate for remote work, it is not difficult to
imagine AI-mediated social interaction being widely adopted in a variety of settings. Understanding
the potential ethical and social challenges is crucial in order to protect human well-being in remote
environments. Our work offers a first glimpse into the ethical and social challenges of AI-mediated
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social interaction in the context of online learning. Through our interviews, we identified challenges
and concerns such as the possibility of excluding certain students from the the social matching
process [25], the lack of transparency in AI-mediated social matching processes [26, 48], and the
possibility of strengthening people’s similarity-seeking behavior [54].

While some of the challenges we identified align with prior findings in CSCW, AI-MC, and social
matching space, AI-mediated social interaction, situated at the intersection of several fields, also
presents another challenge that combines concerns from these fields and creates a unique design
tension between AI performance and ethical design. In our study, this design tension in AI-mediated
social interaction is manifested in two areas: the tension between matching accuracy and user privacy,
and the tension between the effectiveness of social introduction outcome and user agency.

Our work highlights the tension between achieving high social matching accuracy and maintain-
ing user privacy in AI-mediated social interaction. The basis of getting accurate social matches is
the deep understanding of user preferences, goals, and needs, which would require the AI system
to collect as much user data as possible [48, 54, 66]. In the case of AI-mediated social interaction,
such information can not only be gathered through information that users voluntarily offered
to the AI system, but also through analyzing prior public postings to make inferences that users
don’t explicitly consent to sharing [60, 72]. This renders the protective measures suggested by
prior literature in social matching system such as restricting data source to public information
or obtaining user consent before data collection [66] less applicable. What concerns us more is
the fact that no privacy concerns were raised in our interviews with the online CS students even
after we showed them SAMI 3, which would have access to all of students’ prior forum postings
and have the ability to make inferences about their preferences and goals— in fact, participants
in our study indicated that they were willing to post more frequently on the discussion forum to
improve matching accuracy. Does this suggest that designers of AI-mediated social interaction
should always weigh accuracy over privacy? We think not due to the intangibility of people’s
understanding of privacy harms and people’s tendency to trade privacy for potential gains [2]. In
fact, we see this as an opportunity to further investigate what types of latent behavioral data would
improve social matching results yet raise little privacy concerns for users in different contexts.

Another tension presented in AI-mediated social interaction is the balance between maintaining
user agency and ensuring successful social introduction processes. The introduction process be-
tween two matches is crucial for an effective social matching process [66]. In our study, SAMI 2
directly put matches into a group on the discussion forum instead of waiting for students to reach
out to others. Students found this to be helpful as several of them pointed out that they would
have never reached out to their matches to build connections otherwise. However, during our
interviews, students also expressed concerns about losing their agency in choosing whom they
could connect with, which is inherently a very personal decision-making process. While prior
research has suggested that given the convenience and efficiency AI systems facilitate in our daily
lives, some level of human agency could be sacrificed as a trade-off [63], in our study we found
that students were unwilling to cede control of the decision-making process in choosing whom
they should connect with. This differs from prior research in AI-MC and recommender systems
where issues regarding user agency have been repeatedly brought up yet could mostly be resolved
by giving users as much agency during the decision-making process as possible [26, 27, 48, 63].
Based on our findings, we note that in AI-mediated social interaction, designers should strike a
delicate balance between putting enough social pressure on the matches to initiate interactions
and maintaining users’ agency in choosing whom they could start a conversation with.
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5.3 Design Opportunities for AI-Mediated Social Interactions
Building upon the design implications and ethical challenges our work has identified, we highlight
two potential design opportunities for AI-mediated social interaction: designing towards human-AI
collaborative social matching and creating artificial serendipity.
There are several ethical and social challenges that we outlined in the previous section that

could be properly mitigated through a human-AI collaborative social matching approach. In a
human-AI collaborative decision-making process, AI systems could constantly negotiate with users
on important social matching steps to take next while also creating enough social pressure to
prompt users to reach out to their matches. Certain way of maintaining user agency could be
achieved through the use of AI agents that display proper anthropomorphic qualities [63]. Human-
AI collaboration in social matching process could also resolve the design tension of maintaining
user privacy and ensuring matching accuracy. This could be done by building explainability and
transparency into the AI system to constantly explain what data was collected and how the data was
used [18]. In human-AI collaborative decision-making processes, users’ willingness to collaborate
is crucial for a desirable collaborative experience and outcome [10]. Luckily, aligned with prior
literature [33, 42], participants in our study indicated their willingness to understand the AI agent’s
vocabulary beforehand to adjust their choice of words during communication in order to improve
the accuracy of matching results.

Another design opportunity for AI-mediated social interaction is to artificially create serendipity,
i.e., unexpected yet meaningful encounters, to artificially create randomness and spontaneity in
online social interactions. Serendipitous encounters in in-person interactions such as elevator chat
or water cooler conversations often result in fruitful interactions, new collaborations, new ideas, and
may sometimes lead to meaningful long-term relationships [53]. In our study, one set of difficulties
that online learners encountered during remote social interactions is the social-technical gap that
made the online social interaction process more intentional and less natural. Designing for artificial
serendipity in remote social interactions could thus re-introduce randomness and spontaneity
into the online environment by helping individuals discover unexpected meaningful relationships
and potentially mitigating people’s similarity-seeking behaviors in social interactions [54]. Prior
research has suggested that serendipity can be created by identifying individual’s preferences and
social networks through mobile phone sensors [17], social network information [13], and sensing
technologies in the workplace [8]. Following this direction that we highlighted based on our work,
future research could explore what kinds of information could be leveraged to artificially create
serendipity without raising privacy concerns.
While there are many types of technical artifacts that could create serendipity and bridge the

social-technical gap in remote social interaction(e.g., inserting synchronous chat or offering explicit
social cues as part of the online platforms), many solutions are first-order approximations that only
partially address the social requirements but cannot fully mitigate or avoid the social-technical
gap [1]. An elegant solution should create technical architectures that do not invoke the social-
technical gap by offering advice or other sources of information to augment existing facilities [1].
One possible solution that satisfies this requirement is the use of AI agents to mediate online
learners’ social interaction process.

Designing for agent-mediated online social interaction has the advantage of having an anthropo-
morphized technology to deliver suggestions that can augment existing social facilities through
natural back-and-forth conversations without invoking the social-technical gap [1, 40]. When AI
agents are equipped with the right technique, AI agents have the potential to create serendipity in
online learning environments. For example, AI agents can help students recognize and remember
others who have taken similar classes before and prompt both students to connect; AI agents can
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also recognize the implicit social cues hidden in walls of text to identify and connect students
with similar interests. AI agents thus can act as a mutual “friend” to all online learners, leveraging
knowledge about learner preferences and information to connect students. However, designers
should also caution the potential issue of users oversharing with AI agents as AI agents’ human-like
characteristics could encourage people’s self-disclosure during conversations [21, 30, 41]. This
might lead students to unintentionally disclose sensitive information to the AI agents.

6 LIMITATIONS AND FUTURE RESEARCH
While our work has important implications for the design of AI-mediated social interaction, it also
has some limitations. First, we used an AI agent with an anthropomorphic form to mediate online
social interaction in our study, but we acknowledge that AI-mediated social interaction could be
performed by other types of AI systems that do not take an anthropomorphic form. Prior research
also suggests that people could act more “courteous” towards AI agents due to their human-like
characteristics and thus other non-anthropomorphic AI systems could raise additional concerns
than currently investigated in our paper. We encourage future research to replicate our study
using other kinds of AI systems. Second, the online class discussion forum was heavily used in the
online learning program that our study took place in and was also most frequently brought up by
students during the interviews. However, we acknowledge that this could largely be attributed to
each online program’s preferences and thus other forms of communication tools such as Learning
Management Systems could also be leveraged to facilitate online learners’ interactions with each
other in other online programs. Future research should explore alternative mediums and tools
that online learners in other programs used and how they could be designed to support online
learners’ social interactions. Third, the interview participants in our study were all studying at the
computer science for-degree graduate program. Due to their major of study in computer science,
these learners might be more open to the use of technology-facilitated interactions (e.g., they did
not have many privacy concerns regarding the use of SAMI). Future research should try to replicate
the current study at online learning programs in a different subject area to investigate concerns
and preferences of AI-mediated social interaction from learners who are less tech-savvy and/or
more skeptical of technology. Our findings might also not be applicable to other forms of online
learning environment such as Massive Online Open Classes (MOOCs) or online learning programs
at the high school or undergraduate levels. Future work should examine the social interaction
experiences across different contexts to contribute more knowledge in the design of AI-mediated
social interaction in online learning contexts.

7 CONCLUSION
This paper sought to outline the design space of AI-mediated social interaction through under-
standing the potential challenges and opportunities of AI-mediated social interaction in the context
of online learning, where the learners frequently experience social isolation. We deployed an AI
agent that could connect online learners based on commonalities identified through their posts on
the class discussion forum. Using the AI agent as a probe, we elicited design feedback and identified
potential challenges and opportunities of AI-mediated social interaction in online learning, through
understanding students’ current difficulties in remote social interaction and their experience with
the AI agent. We summarized online learners’ difficulties in social interaction through the lenses of
social translucence and social-technical gap. Online learners in our study believed that the AI agent
augmented social translucence yet did not fully bridge the social-technical gap in online social
interaction. We also pinpointed potential ethical and social challenges in designing AI-mediated
social interaction in online learning environment. Building upon our findings, we outlined the
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design space of AI-mediated social interaction. We discussed how AI-mediated social interaction
could be designed to cater to students’ difficulties and needs, identified the design tension between
AI performance and ethical design in AI-mediated social interaction, and proposed two design
opportunities for future AI-mediated social interaction on human-AI collaborative social matching
and artificial serendipity. We believe our research will inspire future work to understand and design
AI-mediated social interaction from a human-centered perspective.
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